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Abstract

We describahe initial resultsof a projectaimedat adaptingthe Cyc systemfor usein an

agentarchitecture. Two Cyc systemshat sharea large commoncore of knowledgebut

differ in additional knowledge they possess were abteasontogetherto solve problems
that neither could solve dts own. A rudimentaryinterfacewas constructedor Cyc that
allowed it to communicatewith other KQML-speaking agents. The Cyc reasoning
algorithmwas modified to allow it to ask otheragentsfor help in developinga proof to

answer a query. We were able to demonstrate that Cyc can be adapted toan@gent-
orientedarchitectureand to get severalCyc-basedagentsto reasonin a tightly-coupled
manner. A numberof interestingresearchissuesremain concerninghow to do so

efficiently.

1 This work was supported in part by the Department of Defense under
contract MDA904-95-C-2084, by the Air Force Office of Scientific Research
under contract F49620-92-J-0174,and by the Advanced Research Projects
Agency monitored under USAF contracts F30602-93-C-0177and F30602-93-C-
0028 by Rome Laboratory.



1. Introduction

A key feature of the agemtodel of computationis that agents(be they personalagentsor

distributed agents) must have access to various kinds of expertise. Each aganboaly
some, but perhapsot all, of the expertiseit will needto conductits affairs. Two agents
might be expected to share a large corkenaiwledge,but no two agentsarelikely to hold

exactly the sameknowledge. Thus, an agentmight be justified in seekinghelp from

another agent to perform inference in an area for which it lacks expertise.

The distribution of inferenceacrossseveralagentshas beenstudiedfor yearsunderthe
rubric of “Distributed AL.” However, traditional DAI approaches are unlikely to work well
in an agent architecture for use acrosdiiernet,both becausesharedresourcegsuch as

a blackboard)will not be readily available,and becausecommunicationcostswill often
dominate computation costs.

The purpose of ousystem,the Cycic Friends NetworkKCFN), is to explorecooperative
inference across the Internél/e are usingthe Cyc knowledgebaseandinferenceengine

as our testbed. We are building a system that distributes inference across two or more Cyc-
based agents. We aim to develop a system architecture that will allow for dynamic resource
discovery, that will minimize communication costs, and that will be upwardly scaleable.

Our approacho inferencein this environments to place overall control of the inference
processin the hands ofa single initiating agent. The KQML languagewill allow the
controlling agentto send unsolvedsubgoalsto other agents. We adopt a mediated
architecture to allow an agent to locate other agents with the desired expertise.

In the following sectionswe first discussCyc and KQML. We then describehow we
adaptedthe Cyc inferenceengineto handledistributedinference. After presentingtwo
examples,we show how this inference mechanismhas been embeddedin an agent
architecture. Finally, we discuss open research issues, and give our conclusions.

2. The Cyc System
2.1  The Philosophy of the Cyc Project

Cyc is a large, multi-contextual knowledge base and inference engine developedby
Cycorp,Inc., in Austin, Texas. The goal of the Cyc projectis to breakthe “software
brittleness bottlenecky constructinga foundationof basiccommonsens&nowledge—a
semantic substratumof terms, rules, and relations—thatwill enable a variety of
knowledge-intensivgroductsandservices. Cyc is intendedto provide a “deep” layer of
understanding that can be used by other programs (such as domain-specific expert systems)
to makethemmoreflexible. Cyc hasprovidedthe foundationfor ground-breakingoilot
applicationsin the areasof heterogeneoudatabasérowsing and integration,captioned

image retrieval, and natural language processing.

2.2 The Cyc Knowledge Base

The Cyc knowledgebase (KB) is a formalized representationof a vast quantity of
fundamentahumanknowledge:facts, rules of thumb, and heuristicsfor reasoningabout
the objectsand eventsof everydaylife. The medium of representations the formal



languageCycL, describedbelow. The KB consists ofterms—uwhich constitute the
vocabulary of CycL—and assertions that relate those tefirheseassertionsnclude both
simple ground assertions and rules. Cyc is faime-basedystem:the Cyc teamthinks
of the KB instead as a sea of assertions, with aashrtiorbeingno more “about” one of
the terms involved than another.

The Cyc KB is divided into about100 “microtheories,”eachof which is a bundle of

assertiondocusedon a particulardomainof knowledge. The microtheory mechanism
allows Cyc to independentlymaintain assertionghat are prima facie contradictory,and

enhances the performance of the Cyc system by focusing the inference process.

At this writing, the Cyc KB containsapproximately50,000 terms and approximately
500,000assertions. New assertionsare continually addedto the KB both by human
knowledge enterers and by Cyc itself as a product of the inference process.

2.3 CycL: The Cyc Representation Language

CycL, the Cyc representationlanguage, is an extraordinarily flexible knowledge
representationlanguage that augments first-order predicate calculus (FOPC) with
extensiongo handle equality, default reasoning,skolemization,and some second-order
features. (For example,quantificationover predicatess allowedin some circumstances,
and complete assertionanappearas intensionalcomponent®f otherassertions.)CycL
usesa form of circumscription,includesthe unigue namesassumptionand can usethe
closed world assumption where appropriate.

2.4 Inference in Cyc

The Cyc inferenceengine performsgenerallogical deduction(including modusponens,
modustolens, and universal anaxistential quantification), using various well-known
namedinferencemechanismginheritance automaticclassification,etc) as specialcases.
Cyc performsbest-firstsearchover proof-spaceusing a setof proprietaryheuristics,and
uses microtheories to optimize inference by restricting search domains.

The Cyc KB containshundreds of thousands assertionsMany approachecommonly
taken by other inference engin@sich asframes,RETE match,Prolog, etc) do not scale
well to KBs of this size. As a result, the Cyc team has been forced to develop new
techniques.

Cyc alsoincludesseveralspecial-purposénferencemodulesfor handlinga few specific
classes of inference. One such module handles reasoning concerning collection
membershipanddisjointness. Others handlequality reasoningtemporalreasoningand
mathematical reasoning.

3. Knowledge Query and Manipulation Language

To addresgnany of the difficulties of communicatioramongintelligent agents,we must
give them a commonlanguage.n linguistic terms, this meansthat they must sharea
commonsyntax, semanticsand pragmatics. Getting information processes osoftware
agentsto sharea commonsyntaxis a major problem. Thereis no universally accepted
language in which to represent information and queries. Languages 3Uéh &xtended
SQL, and LOOM have their supporters, but there is also a strong position that gaslyoo
to standardize on any representation langudgea result, it is currently necessaryo say
thattwo agentscan communicatewith eachotherif they havea commonrepresentation
language or use languages that are inter-translatable.



Assuming the use of a common or translatablelanguage,it is still necessaryfor
communicatingagentsto sharea frameworkof knowledgeto interpretthe messageshey
exchange. This is not really a shassnanticsput rathera sharedontology. Thereis not
likely to be one sharedontology, but many. Sharedontologiesare under developmenin

many important application domains such asplanning and scheduling, biology and
medicine. The pragmaticsof communicatingsoftware agentsinvolves such issuesas
knowing with whom to talkand how to find themaswell as knowinghow to initiate and
maintain an exchange The Knowledge Query and Manipulation Language(KQML) is
concernedorimarily with this kind of pragmaticsand secondarilywith semanticslt is a
language and a set of protocols that support software agents in identtynmgctingwith

and exchanginginformation with other agents. In this sectionwe presentthe KQML

language, its primitives and supported protocols, anddftevareenvironmentof KQML-

speaking applications.

The KQML language consists of three layers:dbetentlayer, the messagdayer, andthe
communicationlayer. The contentlayer bearsthe actual contentof the messagejn the
agents' own representationanguage.KQML can carry expressionsencodedin any
representationlanguage,including languagesexpressedas ASCII strings and those
expressedisinga binary notation. SomeKQML-speakingagents(e.g, routers,general
brokers,etc) may ignore the content portion of theessageexceptto determinewhereit
ends.

The communicatiorievel encodesa setof messagdeaturesthat describethe lower level
communicatiorparameterssuch aghe identity of the senderandrecipient,and a unique
identifier associated with the communication.

The message layer is usedeticodea messagehat one applicationwould like to transmit
to another.The messagdayer forms the core of the KQML languageand determineshe
kinds of interactions one can have with a KQML-speaking agent. A primary furdtibe
message layer is to identify the protocol to be usetkliverthe messageandto supply a
speechact or performativethat the senderattachegso the content(such asthat it is an
assertion, a query, a command, or any of a set of known performalivesidition, since
the contentmay be opaqueto a KQML-speakingagent,this layer also includesoptional
featuresthat describethe contentlanguagethe ontology it assumesand a descriptionof
the content (such as a descriptor naming a topic within the ontoldgpgsefeaturesmake
it possiblefor KQML implementationgo analyze,route and properly deliver messages
despite the inaccessibility of their content.

The syntax of KQML is based on a balanced parenthesisThgtinitial elementof the list
is the performative; the remaining elements are the performative’s arguments as
keyword/valuepairs. Becausedhe languagds relatively simple, the actual syntaxis not
significant and caie changedf necessaryn the future. The syntaxrevealsthe roots of
the early implementationsyhich were donein CommonLisp; it has provento be quite
flexible.

A KQML message from agejue representinga query aboutthe price of a shareof IBM
stock might be encoded as:

(ask-one
:sender joe
:content (PRICE IBM ?price)
‘receiver stock-server
-reply-with ibm-stock
‘language LPROLOG



:ontology NYSE-TICKS)

In this messagethe KQML performativeis ask-one the contentis (PRICEIBM ?price),

the ontology assumed by the query is identified by the token NYSE-TICKS, the remfeiver
the messagas to be a serveridentified as stock-server and the query is written in a
language calletPROLOG

The value of the :content keyword formsthe contentlevel; the valuesof the :reply-with,
:sender, and :receiver keywords form the communication layethamerformativename
(ask-ong, together with the :language and :ontology keywords form the message layer.

In due time stock-servermight send tgoe the following KQML message:

(tell
:sender stock-server
:content (PRICE IBM 96.625)
‘receiver joe
‘in-reply-to ibm-stock
‘language LPROLOG
:ontology NYSE-TICKS)

A query similar to the abowask-onequery could be conveyed using standard Prolabeas
content language in a form that requests the set of all answers as:

(ask-all
:content "price(ibm, Price)"
‘receiver stock-server
‘language standard_prolog
:ontology NYSE-TICKS)

The original message asks for a single reply;sbisondrequest messagesksfor a setof
answers as a repl{f. we prefereachresponsdo be sentseparatelynsteadof asa single
large collection,we canusethe stream-allperformative(to savespace we will no longer
repeat fields that are the same as in the above examples):

(stream-all
:comment "?VL is a large set of symbols”
:content (PRICE ?VL ?price))

Thestream-allperformative asks that a set of answers be turned into a streapiie$.To
exert control over this set of repigessagesve canwrap anotherperformativearoundthe
preceding message:

(standby
:content (stream-all
:content (PRICE ?VL ?price)))

The standbyperformativeexpectsa KQML expressiorasits content.It requestshat the
agentreceivingthe requestreceivethe streamof message®ne at a time; eachtime, the
sending agent transmits a message withriéset performative. The exchangeof next/reply
messagesan continueuntil the streamis depletedor until the requestingagentsendsa
discardmessagéi.e. discardall remainingreplies)or a restmessagé€i.e. sendall of the
remaining replies now).



A different set of answers the samequery canbe obtained(from a suitableserver)with
the query:

(subscribe
:content (stream-all
:content (PRICE IBM ?price)))

This performativerequestsall future changeso the answerto the query, i.e., it requests
that a stream of messages be generated to reflect changes in the trading price of IBM stock.

Although KQML defines a set of reserved performatives, it is neither a minimal required set
nor a closene. A KQML agentmay chooseto handleonly a few (perhapsone or two)
performatives. The set extensible;a communityof agentsmay chooseto useadditional
performativesf they agreeon their interpretationand the protocol associatedvith each.
However, an implementatiahat choosego implementone of the reservedperformatives

must implement it in the standard way.

Some of the reservedperformativesare shown in Figure 1. In addition to standard
communicationperformativessuch asask tell, deny, delete and protocol-oriented
performatives such asbscribe KQML contains performatives relatédl the non-protocol
aspects of pragmatics, suchaaiwertisgwhich allows an agent tannouncevhat kinds of
KQML messaget is willing to handle);andrecruit (which can be usedto find suitable
agentsfor particulartypesof messages).For example,the serverin the above example
might have earlier announced:

(advertise
:ontology NYSE-TICKS
‘language LPROLOG
:content (stream-all
:content (PRICE ?x ?y)))

This is roughly equivalentto announcingthat it is a stock ticker and inviting monitor
requests concerning stock prices. Tdudvertise messageés what justifies the subscriber’s
sending thestream-allmessage.

Category Name
Basic query evaluate, ask-if, ask-about, ask-one, ask-all
Multi-response query ||[stream-about, stream-all, eos
Response reply, sorry
Generic informational |[||tell, achieve, cancel, untell, unachieve
Generator standby, ready, next, rest, discard, generator
Capability-definition advertise, subscribe, monitor, import, export
Networking register, unregister, forward, broadcast, route

Figure 1. KQML has about two dozen reserved performative names, which fall into
these seven categories.



4. Adapting Cyc to an Agent Architecture

Inference in Cyc can be viewed asearchthroughproof-space. Eachnodein the search
tree contains the following information:

parent: the parent node of this node in the search
formula: the current set of literals that we are attempting to prove
via: the assertionusedto infer our currentformula from our parent's
formula
mt: the current microtheory in which we are doing inference

Cyc performs best-first searcver this searchspaceusinga setof proprietaryheuristics.
After choosing the most promising outstanding unexpamndeie, the nodeis examinedo
determine how it might be expanded.

The standard expansion options are:

lookup: simplify using ground assertions from the KB
backchain: backchain using rules from the KB

Theseoptionsuseformulasfrom the knowledgebaseto unify and transformthe current
formula using standardresolutiontheoremproving. Cyc providesa way to extendthe
expansionoptions beyond these standardones through the addition of heuristic-level
modules(HL modules). Thesemodulesare special-purposeéeasoningtools designedto
efficiently handleformulaswith particular syntacticforms. EachHL module has three
parts:

enabler: is this HL module currently available?
recognizer: when given a search node, does the HL module apply?
expander:  produces all child nodes of an applicable search node

Among the implemented HL modules are:

isa: handle formulas involving #$instanceOf
genls: handle formulas involving #$genlsg, superset)
equality: handle formulas involving #$equals

To allow inference to span two agents in CFN, we added a new HL module:
external: handle any formula by asking a different Cyc agent

The enablerfor this HL moduleis merely a control variable.Its simplestrecognizeris

trivial—all formulaspass.The expandemperformsa remotefunction call to the other Cyc

agent asking it to expand the search node iaswére one of its own. The processworks

like this:

1. Agent A (the caller) decidesto useits externalHL moduleto ask Agent B (the
callee) to expand the current search node.

2. Agent A passes the state information from the current search node to Agent B.

3. Agent B creates a single search node from this information.



4. AgentB thenexpandghis singlenodejust asif it werea nodein oneof its own
inferences. This producesa (possibly empty) set of child nodes. To prevent
possible infinite looping, Agent B disablesits external HL module during
expansion; this places the inference process squarely undemtnel of the single
initiating agent.

5. AgentB returnsto AgentA alist containingthe stateinformation for eachof the
child nodes that it computed.

6. Agent A creates a child node from each of the items it receives from Agent B.

If Agent B hasknowledgethat Agent A doesnot, in step(4) it will be ableto expandthe
nodein waysthat Agent A could not. Agent A is then able to continuereasoningeven
thoughit was unableto perform one of the stepsitself—it effectively truststhe answer
from Agent B and forges on.

rS > L
/ \ / 3:% / \

Common Common
Geography Political
Ontology Ontology
Geography Political
Knowledge Core of Common Knowledge
Knowledge

Figure 2. The core of common knowledge and largely disjoint extensions minimize
chances of conflicts, contradictions and inconsistencies.

5. The GeoPolitical Example

Consider the following two queries:

* Which Middle Eastern countries are believed likely to attack another country?
* Who are some elected heads of state of countries north of the equator?

Answering eachof theserequiresdrawing on knowledgefrom two different domains:
geography and politics. The second query is expressed in CycL as:

;; elected heads of government of countries north of the equator
(#$LogAnd

(#$headOfGovernmentOf $x $y)

(#$hasAttributes $x #$Elected)

(#$northOf $y #$Equator))



To demonstratehe ability of the multiple-Cyc-agentarchitectureto perform distributed
inference, we created two distinct Cyc agents runnimgeparatenachineghat possessed
slightly different knowledgebases.This organizationis shown in Figure 2. Both agents
held the very large set of core knowledgecommonto all Cyc agents. Moreover, both
agentspossessedhe vocabularyfor talking aboutboth the geographydomain and the
politics domain. But one dhe agents(designatedhe Geo agent)possessedn addition,
specific facts and rules about the geographydomain, while the other (the Pol agent)
possessed specific facts and rules about the politics domain.

assertions).

(bordersOn,

Common Knowledge

The Core Cyc KB (~500,000

Vocabularyfor both the geography
domain and the politics domain
Equator,
headOfStateOf, ElectedLeadett)

The Geo Agent
All of the above, plus:

Groundassertionstating:

which countriesborder on which other
countries;

which countriesare in which regions,
continents, and hemispheres;

which continents are in  which
hemispheres; and

the northernhemispheras north of the
equator.

A rule stating:

If region A is part of region B, and
regionB is directionD from region C,
then region A is direction D fromegion
C.

The Pol Agent

All of the above, plus:

Ground assertions stating:

the types of governments(democratic,
communist, authoritarian, etc) of
several countries;

the level of military strengthof several
countries; and

the heads of state of several countries,

Rules stating:

If a country with an authoritarian
governmentand high military strength
borderson a countrywith low military
strength,then the former is likely to
attack the latter.

If a country has a democratic
government,then the head of state of
that country is an elected leader.

If all the knowledgedescribedabovewere presentin one Cyc agent,that agent
could easily give answers to the example queries, using abfainferencesuch as
the following to answer our twoexamplequeries. For the first query, “Which

Middle Easterncountries are believedlikely to attack another country?,” the

following reasoning leads to the answieaq is likely to attack Kuwait.”




* If acountry with an authoritariangovernmentand high military strength
borders on a country with low military strengthen the former is likely to
attack the latter.

* Irag has an authoritarian government.
* Iraq has a strong military.

* Kuwait has a weak military.

* |raq borders on Kuwait.

* Iraq is located in the Middle East.

The secondexample,“Who are some electedheadsof state of countries north of the
equator?” results in the answéjdohn Major” by the following reasoning:

* |If a country hasa democraticgovernmentthen the headof stateof that
country is an elected leader.

¢ Great Britain has a democratic government.
¢ John Major is the head of state of Great Britain.

* If regionA is part of region B, and regionB is north of region C, then
region A is north of region C.

e Europe is in the northern hemisphere.
* The northern hemisphere is north of the equator.
e Great Britain is in Europe.

Note that both examplequeriesdependon knowledgefrom both domains. ExampleOne

drawson groundassertiongrom the geographydomain, and on both ground assertions
and a rule from the politicdomain. ExampleTwo goesfurther, drawingon both ground

assertions and a rule from each of e domains. In addition, ExampleTwo requiresa

repeated application of a rule in the geography domain.

6. Agent Architecture

The architecturewe use fordistributed problem solving and cooperativeinformation
processingusesthe brokerageconcept,whereina centralizedagenttermedthe ‘broker’
providesmediationandtranslationservices.Effective matchmakingbetweenserversand
clients is provided by a knowledge-sharing infrastruct8eversinform the broker about
the knowledgethey possesdy usingthe advertiseperformatives.If an intelligent agent
needsinformation from externalsources,it sendsa requestto this broker agent. The
broker, which maintainsa registry of the agentsin the domain, directsthe query to the
agent that might have enough specialized knowledge to answer the quergrchiesture
is shown in Figure 3.
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Agent Agent
Control Name

Agent Server

Generic
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CcycC

- components
POL

CyC

Figure 3. The demonstration architecture.

This intermediateforwarding of request(and later of the reply), called content-based
routing, has many advantages:

* Individual agentsdo not haveto keeptrack of what kind of information can be
obtained from which agent.

* Information suppliers and consumers can continuously issue and retract
advertisements and requests, so information does not tend to become stale.

¢ Content-basedouting helpsavoid replicationof information, therebymaintaining
consistency across the system. In other warddatinginformationin eachagent
is unnecessarybecausethe broker always has accessto the most up-to-date
information.

* The model is scaleablebecausethe number of agents can increase without
significant changes to the agent code.

7. Research |ssues

We are currently exploringtwo main researchissues—whershould one agentseekhelp
from another and how should two agents interact?

7.1 When should one agent seek help from another?

Because communication costs will dominate computation costs in the distributed
environment of CFN, it is important to choose to externally expamableof the inference
tree only when doing so is likely to lead to the desired proof. The approachhidinwe
are currently experimentingis to selecta subgoalto be solved externally only after a
complete locakearchjnformationaboutthe predicateghat composehe failed searchtree
arethenusedto decidewhich subgoals shoultbe sentto anotheragentduring a second
round of inference. This approach is effectively a form of iterative deepening.
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An alternativearchitecturehatis alreadyin placeincludesknowledgeaboutwhich agent
knows about which domains directly in the Cyc image. Each Cyc agentis given
knowledgeof whatit knows andwhat otheragentsknow. When a nodeis selectedfor
expansionCyc determinesvhetherit is an expertin that node'spredicate. If it is, no
externalexpansions performed. lfit is not, Cyc selectsan agentthat has the requisite
expertise, and determines whether that agent is reachable. In essat@ekwhetheran
expert for a literal exists. This approach wonkal for a small setof tightly-coupledCyc
agents.

Categorizing agents as either ignorant or expert with respect tolsmiyeof knowledgeis

a useful first approximation to characterizing whatagentknows. Anothergeneralissue
is developingbetterwaysto describehow much an agentknows abouta domain. For

example, it would bé&elpful to know the relationshipbetweenthe knowledgesets of two
agents €.g.,that A’'s knowledge about geography subsumes B’s) oidélgjeeseof domain
knowledge “coverage”that an agentor set of agentsoffers (e.g., agentsA, B and C

together have “complete” knowledge about an organization’s employees).

Whenever information and knowledge from different sources isto be integrated,
inconsisten@and contradictoryinformation mustbe handled. We have not yet addressed

these problems (beyond usifiyc’s built-in mechanismgor handlingcontradictions)we
currently assume that agents knoagexpertswith respectio a subjectcontainonly valid
informationand soundreasoningprocedures. Dealing with theseproblemsopens up a
number of new research issues that will affect when the reasoningfhaimer agentswill

be sought, which agents will be selected for interact, and how the information they provide
will be interpreted and integrated.

7.2 How should two agents interact?

There are two main problems that fall under the rubric of agent interaction. First, how does
an agentdecide with which other agentsit should communicate? Second, once an
appropriate agent has been selected, how should the dialogue proceed?

The solution to the first problem requires gedectionof an appropriateagentarchitecture.
We are experimentingwith a variety of mediatedarchitecturesSection6 describedour
basic approach. The main concernin developingan agent architectureis that it be
scaleable.

A critical openissue ishow to generateappropriatemeta-datadescriptionsof an agent’'s
knowledgein a way thatis useful, automatic,abstractable@nd easilyshared. An agent’s
meta-data must be useful in helpioilper agentsrecognizethat it may haveinformationor
knowledge that might be relevant. This metinad theremust be effective proceduredor
matchinga descriptionof one agent’sinformation needs(e.g., a query), with another
agent’'sknowledgeandreasoningcapabilities. We are currently matchingat the level of
predicates, which is too fine a granularity for large-scale systems. One promising approach
that we are beginning to investigate is the usafofrmationretrievaltechniquesappliedto
the symbolicnamesof knowledgebaseconstants(e.g., namesof predicatesfunctions,
relations, attributes, domain individuals and domain vakudsiy importantto be ableto
generate these meta-data automatically from the knowledge-base. Inuleabxjractinga

2 These terms might first undergo some kind of syntaaicsemantic decoding
and might also beaugmented by natural language terms associatedwith their
semantics.
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knowledge-baseby hand or even semi-automaticallywill certainly not scale. By
abstractablewe meanthat a meta-datarepresentationshould permit representationat
different levels of granularity, generality, or precision. Again, this igrguortantcriterion
for scalability. Finally, easyof sharingimplies thatwe do not requiretwo agentsto be
similar or to understandhe details of eachother’s internal representatioror reasoning
method to use their meta-data.

The solution to the secomtoblem,whatkind of dialogsshouldagentshave,involvesin
large part choosing an appropriate set of conversational primitives, together with
conventions for how those primitives will be combirtedorm valid conversations. Thus
far, we have beersatisfiedwith the core primitives providedby KQML (i.e., KQML'’s
performatives);as ourarchitecturegrows in complexity we may needto develop new
conversational conventions.

More interesting questionsremain, however, that involve the nature of the content
exchangediy agents. The simplestrelationshipbetweentwo agentsis a client-server
relationshipin which one agentsendsanothera query and eventuallygets back one or

more extensionalanswers. Slightly more complicatedis a peer-to-peermelationshipin

which agentsnay engagen embeddedub-dialogs.Suchconversations still basedon a
guery and extensional answer model. Miteribility is affordedif agentsareallowedto

give intensionalanswersn responsdo a query. Still more generalitycomesin allowing

agents to reply to a query with a more fully elaborated query which correspongartial
proof. Finally, perhapghe mostgeneralabstracimodelof a dialog is one in which the
basicexchangenvolves partially elaboratecproof trees—AgentA sendsagentB a proof
tree, and Agent B extends some portion of the tree and returnsit to A.

8. Conclusions

The Cycic Friends Networkasbeensuccessfuln demonstratinghat Cyc-basedsystems

can be used in a distributadentarchitecture. A setof Cyc-basedagentssharinga large
commoncore of knowledgewere ableto reasontogether. Eachagentcontributedsome
specialized knowledge that the others did not have. The resctittiaporationallowed the
agentsto solve problemsthatno subsetould. The Cyc agentscommunicatecdusing the

KQML agentcommunicationanguagewith CycL asa contentlanguage. This work has

led to a variety of interesting questions about how best to coordinate inference in an Internet
environment.
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