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ABSTRACT
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Social Media is changing the way people find informationyslkaowledge and communicate with each
other. The important factor contributing to the growth aésk technologies is the ability to easily produce
“user-generated content”. Blogs, Twitter, Wikipedia,ckli and YouTube are just a few examples of Web
2.0 tools that are drastically changing the Internet laagedoday. These platforms allow users to produce
and annotate content and more importantly, empower theracednformation with their social network.
Friends can in turn, comment and interact with the produttreoriginal content and also with each other.
Such social interactions foster communities in onlinejalonedia systems. User-generated content and the
social graph are thus the two essential elements of anylsneiia system.

Given the vast amount of user-generated content being peadeach day and the easy access to the
social graphhow can we analyze the structure and content of social meat&td understand the nature of
online communication and collaboration in social applicais? This thesis presents a systematic study of
the social media landscape through the combined analyg&ssecial properties, structure and content.

First, we have developed a framework for analyzing socialimeontent effectively. The BlogVox opin-
ion retrieval system is a large scale blog indexing and cdrdralysis engine. For a given query term, the
system retrieves and ranks blog posts expressing sensirtetiier positive or negative) towards the query
terms. Further, we have developed a framework to indexsanaanticallyanalyze syndicatédeeds from

news websites. We use a sophisticated natural languagessiog system, OntoSem [163], to semantically
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analyze news stories and build a rich fact repository of Kedge extracted from real-time feeds. It enables
other applications to benefit from such deep semantic aisdlysexporting the text meaning representations
in Semantic Web language, OWL.

Secondly, we describe novel algorithms that utilize thecepestructure and properties of social graphs
to detect communities in social media. Communities are aardggl element of social media systems and
detecting their structure and membership is critical iresabreal-world applications. Many algorithms for
community detection are computationally expensive anagly, do not scale well for large networks. In
this work we present an approach that benefits from the $czdedistribution of node degrees to extract
communities efficiently. Social media sites frequentlpwallusers to provide additional meta-data about the
shared resources, usually in the form of tagitksonomiesWe have developed a new community detection
algorithm that can combine information from tags and thecstrral information obtained from the graphs
to effectively detect communities. We demonstrate howcstine and content analysis in social media can
benefit from the availability of rich meta-data and specralerties.

Finally, we study social media systems from the user petsgedn the first study we present an analysis
of how a large population of users subscribes and orgarnteeblog feeds that they read. This study has
revealed interesting properties and characteristicsofathy we consume information. We are the first to
present an approach to what is now known as“fhed distillation” task, which involves finding relevant
feeds for a given query term. Based on our understandingesf &ibscription patterns we have built a
prototype system that provides recommendations for nedsfé® subscribe and measures the readership-
based influence of blogs in different topics.

We are also the first to measure the usage and nature of coniesuni a relatively new phenomena
called Microblogging. Microblogging is a new form of comnicition in which users can describe their
current status in short posts distributed by instant messagobile phones, email or the Web. In this study,
we present our observations of the microblogging phenoraadauser intentions by studying the content,
topological and geographical properties of such commemitiVe find that microblogging provides users with
a more immediate form of communication to talk about theilydzctivities and to seek or share information.

The course of this research has highlighted several cliggkethat processing social media data presents.
This class of problems requires us to re-think our approadbxt mining, community and graph analysis.
Comprehensive understanding of social media systemsailiswo validate theories from social sciences and

psychology, but on a scale much larger than ever imagingé@nbktiely this leads to a better understanding of



how we communicate and interact with each other today anatimre.



MINING SocIAL MEDIA COMMUNITIES AND CONTENT

by
Akshay Java

Dissertation submitted to the Faculty of the Graduate Schoo
of the University of Maryland in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
2008



To my grandparents



ACKNOWLEDGEMENTS

Coming back to grad school to finish my Ph.D. after completingMasters degree was one of the most
important decisions | have made and | am glad that | did. Thesyspent at the University of Maryland,
Baltimore County have taught me as much about life as it hastalesearch. It is where | have made long
lasting friendships and collaborated with individuals wiave inspired me, challenged me and encouraged
me. | am truly indebted to this insitituition.

My advisor, Prof. Tim Finin, has been my inspiration. Dr. iRihas always given me full support and
allowed me to explore new topics and research problems thaeadny interests. | am thankful for his words
of advice and many skills | have gained by working with him.

Prof. Anupam Joshi has always kept me focused and made atréwas making progress towards
my dissertation. | am grateful to have Dr. Tim Oates, Dr. @GwNicholas, Dr. James Mayfield on my
committee. They have always made themselves available @ebsible and | thank them for their time,
suggestions and important advice.

It has been a privilege working with Prof. Sergei Nirenbund &_1T lab members. Dr. Nirenburg’s long
term vision and persistence at solving one of the most difffeblems in computer science is inspirational.

All the ebiquity group members have been extremely suppoiti building an atmosphere conducive
to research. It has been a great joy working with friendsagtiiors and colleagues Pranam Kolari and
Anand Patwardhan. We have spent long hours discussingcasstartups and life and | know | always have
someone to turn to when | want to discuss some crazy idea.

| have been fortunate to have had the opportunity to colitiearith several people throughout my grad-
uate studies. | am thankful to Palo Alto Research Center atahARosien where | spent my first summer
internship. | am grateful to my friend and mentor Dr. Eric Gowhith whom | had the opportunity to work
at NEC Laboratories America Inc. Special thanks to Dr. B&8eng for her guidance and encouragement

both during my second internship at NEC Laboratories Anaegiitd supporting me throughout my graduate



career. | also thank Dr. Tseng for her time and guidance anbdimg a part of my dissertation commit-
tee. Thanks to Dr. Xiodan Song and Dr. Shenghuo Zhu for thhilce and patiently answering my many
guestions. | have learned a great deal during these distisssivhich have played an important role in my
research.

A special note of thanks to the office staff of the ComputeeBce and Electrical Engineering department
at UMBC, patrticularly Jane Gethmann. It would have been hdodler trying to graduate on time without all
the help from the wonderful staff here.

| thank my friends Medha Umariji, Priyang Rathod, Vishal Sttearg and Mithun Sheshagiri, for all the
good times and for always picking up my tab while | was stilsahool.

But above all, it is only due to the love, dedication, saceifamd support of my family that | am here
today. My grandparents, who have been a great influence inifmyhlave instilled in me the value and
importance of learning throughout my life. My parents, whespite all the struggles in life, ensured that |
was able to receive the best education. And all my family aiethéls who supported my graduate education
both financially and by believing in me throughout. It is besa of them that | am at this juncture today.

Thank you all for being a part of my life.



Introduction 1
A. Thesis Statement . . . . . . . . . . . e 2
B. ThesisOutline . . . . . . . . . . e 2
C. Thesis Contributions . . . . . . . . . . . ... e 5
Background and Related Work 7
A. TheSocialWeb . . . . . . . . . 7
1. The Blogosphere . . . . . . . . . . .. L 8
2. Social Networking Sites . . . . . . . .. ... 9
3. Tagging and Folksonomies . . . . . . . . .. . . . ... ... . ... ... 11
B. Miningthe SocialWeb . . . . . . . . . .. e 12
1. Structure and Properties . . . . . . . ... o oo o 12
2. Mining Social MediaContent . . . . .. .. .. ... ... ........ 41
3. Communitiesin Social Graph . . . . . . ... ... oL 6 1
Mining Social Media Content 19
A. Mining Sentiments and Opinions . . . . . . . . . . ... o oo 20
1. RelatedWork . . . . . . . . . . . 21
2. The TRECBlogTrack . . . . . . .. . . . . . .. 22
3. Blog\Vox Opinion Retrieval System . . . . ... ... ... ....... 22
4, DataCleaning . . . .. .. .. . . . .. i 23
5. Evaluations . . . . . . . . ... 29

TABLE OF CONTENTS



6. Conclusions . . . . . .. e 40

B. Semantic Analysisof RSSFeeds . .. ... .. ... ... ... ... ..., 42
1. RelatedWork . . . . . . . . . . . 42
2. ontoSem . . . ... 45
3. Making RSS MachineReadable . . . . .. .. ... ............ 50
4, Semantic News Framework . . . . ... ... ... ... ... ... ... 57

IV.  Mining Social Media Structure 65

A. Approximate Community Detection in Social Media . . . . . .. ... ...... 65
1. RelatedWork . . . . . . . . . .. 67
2. Sampling Based Low Rank Approximations . . . ... ... ... ... 69
3. HeuristicMethod . . . . . . . . . .. . ... . ... 72
4, Evaluation . . . . ... . . . ... 72
5. Conclusions . . . . .. 77

B. Simultaneous Clustering of Graphs and Folksonomies . . . . . ... ... ... 78
1. RelatedWork . . . . . . . . . .. . 79
2. Clusteringof Graphand Tags . . . . . . . . . . . ... ... . ... ... 0 8
3. Dataset Description . . . . . . . . ... 81
4, Evaluation . . . . . .. .. . ... 82
5. DisScussSion . . . . . .. 88
6. Conclusions . . . . .. e 90

C. Microblogging Communitiesand Usage . . . . .. .. .. .. .. . 0. .. .. 91
1. Dataset Description . . . . . . . . ... 94
2. MicrobloggingUsage . . . . . . . . . . .. ... 96
3. Mining User Intention . . . . . . . . . . ... ... ... 40
4, Conclusions . . . . .. 112

V. Influence and Trust 115

A. Finding High Quality Feeds . . . . . . . . . . . .. ... .. .. ... . ..., 116
1. RelatedWork . . . . . . . . . .. 117
2. Dataset Description . . . . . . . . . . .. . 911

Vi



3. Clustering Related Topics . . . . . . . . . . . . . i .. 122

4, Applications . . . . . .. e 128
5. Evaluation . . . . . . . . . ... 129
6. Conclusions . . . . . .. 130
B. Epidemic Based InfluenceModels . . . . .. .. ... ... .. ... . ..., 132
1. RelatedWork . . . . . . . . . . . 132
2. CascadeModels . . . . .. . . . . . . 132
3. Evaluation . . . . . .. .. . ... 135
4. Identifying Leaders using Influence Propagation . . . . ...... . ... 136
5. Conclusions . . . . . ... 140
VI.  Conclusions 141
A. DISCUSSION . . . . . o e 143
B. Future Work and Open Problems . . . . . .. .. ... ... ... .. .. ... 144

vii



Chapter I.

INTRODUCTION

Social media is described as

an umbrella term that defines the various activities thatgnate technology, social interaction,
and the construction of words, pictures, videos and audtas interaction, and the manner in
which information is presented, depends on the varied petsges and “building” of shared

meaning, as people share their stories, and understandings

Social Media has radically changed the way we communicadeshare information both within and
outside our social networks. The radical shift on the Welimfivhat typically was a one way communication,
to a conversation style interaction has led to exciting nessibilities. Earlier, when a user posted her pictures
from arecentvacation, there was little opportunity fortnends to comment on the photographs. Now, using
sites like Flickr, friends can immediately see the uploaditures and post comments in response. The
photographs are organized by means of albums and througiséhef free-form descriptive tags (also known
as folksonomies), which make them more findable. Moreoversusan post their photos in communities
which are often organized around different themes (likéypes of birds, locations, still photography, black
and white photos etc). Such communities help foster an emwient of sharing and allow users to share
tips and receive feedback on their photography skills. Ailaincommunication shift is occurring across
media formats as new social media sites allow sharing téxitqs, music, videos, podcasts and even PDF
documents.

The key to the success of sites like YouTube, del.icio.usHiukr is the underlying “Social Graph”.

Individuals can discover and post information and sharderdrwith their contacts in the social graph. A
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social graph can be described as the sum of all declared seleifionships across the participants in a given
network. Studying the structure and properties of suchlggaan be crucial in helping us understand the
nature of online communication and perhaps even explaiaubeess of social media.

The participatory nature of social media makes it diffefeain the Web. Content produced in social
media is often referred to as “user-generated content”. pfmsed to professionally edited text (news sites
and magazine articles for example), user-generated dooterributes to about five times more content
present on the Web today. With almost 8-10 Gigs of data beinduyred each day by social media sites
[171], many interesting questions arise on how we can arayzh content and study its utility? How do
users participate and interact in such networks? What isttineture of such networks? How do individual
interactions lead to community formation and what are tbbhrigues to detect them efficiently?

The motivating question that has guided this thesis is thewiing: “How can we analyze the structure
and content of social media data to understand the naturenth® communication and collaboration in

social applications?”.

A. Thesis Statement

Itis possible to develop effective algorithms to detect Vehle communities using their inherent properties
structure and content.

This thesis is based on two key observations
e Understanding communication in social media requirestifiémg and modeling communities.

e Communities are a result of collective, social interacdiand usage.

B. Thesis Outline

As part of this research, we have explored a wide range obbkowdia platforms and graphs. RS&hd
ATOM? formats have made it possible to share content in a timelyeasidly manner. The popularity of these
XML based syndication mechanism ensured that blogs covldbeoread and rendered in a feed reader or a
browser. It is no longer necessary to visit each site indialty to check if there are any new updates. Many

news sites and portals have now started offering RSS/ATQdddo their users. Indexing and processing

2Really Simple Syndication (RSS 2.0)
3Atom Publishing Protocol



these feeds meant that new applications could be built te hagess to fresh and timely information. We

started this research by building a natural language utadetimg agent to process RSS/ATOM feeds from
news sites [85]. The news stories were processed using &soated ontology based NLP system, OntoSem
[163]. The motivation behind this work was to create largales¢Fact Repositories’ that would store the

most current and up-to-date information about various &viennews. Each news article was syntactically
and semantically analyzed and the processed meaning egpaéen was stored in a fact repository using the
Semantic Web language OWL.

Our initial success in processing news motivated us to lotdk other social media datasets like blogs
and wikis. This led to many interesting new challenges. Whita obtained from news sites like BB&nd
CNN® are usually excerpts from edited articles, blogs genetaiiy to be noisy and somewhat unstructured.
We soon realized that processing blogs and social mediaeigtéred new techniques to be developed. One
of the main problems while dealing with blogs was that of spdwintly with Kolari et al. [110] we were
the first to identify and address the problem of spam blogsaias media. We explored the use of new and
innovative feature sets in a machine learning setting totifleand eliminate spam in the blogosphere. The
ability to remove spam provided us an important advantagewvdeveloping future applications like opinion
retrieval and community detection.

Blogs empower users with a channel to freely express theseDften this leads to a wide variety of
content production online. Topics may range from populantés like technology, politics to niche interests
like kniting manga anime or obscure 60s LP music albums. Nmoportantly, blogs provide a channel to
discuss niche topics that might perhaps be of interest tayasmall number of users. Some blogs are even
open versions of personal journals which may be interestinonly a small subset of readers most likely
to be close friends and family of the author. The open, uniotstl format of blogs means that the user is
now able to express themselves and freely air opinions. Frdiasiness intelligence or market research
perspective, this is potentially valuable data. Knowingatuisers think and say about your product can help
better understand user preferences, likes and dislikemidDpretrieval is thus an important application of
social media analysis. As part of this research, we haveé &wibpinion retrieval system and participated in
the TREC conference’s blog track. The goal of this track waluild and evaluate a retrieval system that
would find blog posts that express some opinion (either pesitr negative) about a given topic or query

word.

“4http://news.bbc.co.uk
Shitp://www.cnn.com



The BlogVox system [90] that was initially built for partation at the TREC conference has spun off into
a number of further applications. This framework was uséoliitd a political analysis engine PolVox, that
monitors the political blogosphere and finds opinionatestpérom democrats and republicans on various
topics and candidates. Further, BlogVox has resulted iévelopment of novel techniques for identifying
trust and influence in online social media systems. Usingséimiment information around the links Kale
et al. [96] use the notion ofink polarity’ to compute the positive or negative sentiment associatédd wi
each link. This sentiment information was used to clasdifg® and main stream media sources in political
domain with a high accuracy. The Chapter Ill. of this disséoh is dedicated to social media content analysis
and outlines both the semantic analysis system and theoopiatrieval system.

During the course of this research, there were a number oftregwls and unexpected applications that
emerged in the social media landscape. One important dewelot was that of microblogs. Microblogging
is a new form of communication in which users describe theirent status in short posts distributed by
instant messages, mobile phones, email or the Web. Whaharkably different about microblogging is the
instantaneous nature of content and social interactidnd/ikipedia is described as our collective wisdom
microblogging can be thought of as our collective consaiess. In order to sufficiently understand the
nature of this trend, we crawled and analyzed a large callectf microblog updates from the site Twitter.
This is the first study [94] in the literature that has anatiy#tee microblogging phenomenon. We find that
while a number of updates tend to be of the form of daily upslatsers also find such tools beneficial to
share links, comment on news and seek information and quiskers from their peers.

Here, we present how to utilize the special structure ofadonedia and the nature of social graphs to
develop efficient algorithms for community detection. Saleommunity detection approaches discussed in
the literature are computationally expensive and oftenccimbthe number of nodes in a graph. Clearly, for
the scale of social graphs and Web graphs, these algorittenisteactable. We present a novel approach to
community detection using the intuition that social graphesextremely sparse. Moreover, many properties
like the degree distributions and PageRank scores followveeplaw. In such networks, a few nodes get
the most attention (or links) while a large number of nodesratatively sparsely connected. This led to
the development of a novel strategy for selectively sangpéirsmall number of columns from the original
adjacency matrix to recover the community structure of thigre graph. The advantage of this approach
compared to other dimensionality reduction techniques 8D or matrix factorization methods is that it

significantly reduces both the memory requirement and caéatipn time.



One important property of social media datasets is the ahiity of tags. Tags or folksonomies, as
they are typically called, are free-form descriptive tethrt are associated with any resource. Lately, folk-
sonomies have become an extremely popular means to orgamizehare information. Tags can be used
for videos, photos or URLs. While structural analysis istiast widely used method for community detec-
tion, the rich meta-data available via tags can providetaddil information that helps group related nodes
together. However, techniques that combine tag informgiio more generally content) with the structural
analysis typically tend to be complicated. We present a nyet effective method that combines the meta-
data provided by tags with structural information from thiaghs to identify communities in social media.
The main contribution of this technique is a simplified ariitive approach to combining tags and graphs.
Further, it achieves significant results while reducing @kierhead required in processing large amount of
text. Chapter IV. of this thesis outlines the structurallgsia of social graphs.

Chapter V. focuses on the user perspective by analyzingseksicriptions across a large population of
users. We analyze the subscription patterns of over eidingetthousand publicly listed Bloglirfeasers.
According to some estimatethe size of the Blogosphere continues to double every sixtihsd and there
are over seventy million blogs (with many that are activebgting). However, our studies indicate that of
all these blogs and feeds, the ones tleally matterare relatively few. What blogs and feeds these users
subscribe to and how they organize their subscriptionsatedeinteresting properties and characteristics of
the way we consume information. For instance, most users tedatively few feeds in their subscriptions,
indicating an inherent limit to the amount of attention tbah be devoted to different channels. Many users
organize their feeds under user-defined folder names. Agtgd across a large number of users, these folder
names are good indicators of the topics (or categoriescided with each blog. We use thisllective
intelligenceto measure a readerhsip-based influence of each feed foea @ipic. The task of identifying
the most relevant feed for a given topic or query term is nosvkmas the“feed distillation task” in the
literature. We describe some applications that benefit figgregate analysis of subscriptions including feed

recommendation and influence detection.

C. Thesis Contributions

Following are the main contributions of this thesis:

e We provide a systematic study of the social media landscg@nalyzing the content, structure and

Shttp://www.bloglines.com



special properties.

e Developed and evaluated innovative approaches for contyndeiiection.

— We present a new algorithm for finding communities in sociadets.

— SimCut, a novel algorithm for combining structural and setitainformation.

e Firstto comprehensively analyze two important social raédims

— We analyze the subscription patterns of a large collectfdrhom subscribers. The insights gained
in this study were critical in developing a blog categoiimasystem, a recommendation system

as well as provide a basis for further, recent studies ongabdcription patters.

— We analyze the microblogging phenomena and develop a taxppbuser intentions and types

of communities presentin this setting.

¢ Finally we have built systems, infrastructure and dataeethe social media research community.



Chapter II.

BACKGROUND AND RELATED WORK

Social media research covers a broad range of topics andibkslfinterest and enthusiasm from computer
scientist, computational linguists to sociologists angcpslogists alike. In this chapter we discuss some of
the background and related work in the scope of our primagstijon: “how can we analyze the structure
and content of social media data to understand the naturenbh@ communication and collaboration in

social applications?’

A. The Social Web

The World Wide Web today has become increasingly socialhérécent book titledHere Comes Every-
body: The Power of Organizing Without Organizatiofi$87], author Clay Shirky talks about hdwersonal
motivation meets collaborative productioot the Web today. One striking example is that of Wikipedia. A
large number of edits in Wikipedia are minor correctione liiking typos or adding external references. The
few people who contribute the most are often driven by thassppon for the subject or an altruistic motive
to contribute to something useful and important. Even tioegch of us have different motivations behind
editing a Wikipedia entry, the net effect of all these edit@imassively collaborative exercise in content
production. This effort has led to creation of over 2 Milligvikipedia articles as of date and its overall size
outnumbers the expensive, editorial-based encyclopéi@@a&ncarta. This is one example of a powerful
phenomena that is driving how most of the content is producetthe Web today. According to recent esti-
mates, while editing content like CNN or Reuters news repar¢ about 2G per day, user generated content

produced today is four to five times as much.



So, what makes the Welsdcial? For as long as the Web has existed, content productioniatrtbdtion
has been one of its primary purposes. While the simplest wayeate content is by editing and publishing
HTML documents, blogging tools and platforms have made itimeasier for an average userdak and
publish New tools have lowered the barrier for content productioth blogs have played an important role
in making it mainstream.

However, production of content alone isnt what makes the ¥¢elial. Most websites and homepages
that exist are a one-way communication medium. Blogs andhksowedia sites changed this by adding
functionality to comment and interact with the content —thdags, music, videos or photos. The embedded
social network in most applications today, along with fyesdlit articles and provisions to post comments is
what has led to the Social Web phenomena.

Finally, the ability to connect to other users via sharedueses like tags and user ratings has made it
possible to find new information and like-minded individuain the Web. Most social media sites today
also have underlying recommendation systems that aidlsmsiaections and increase the findability of new

information. All these factors have led to making the Web@allatform.

1. The Blogosphere

In recent years there has been an interest in studying thralbstucture and properties of the Social Web.
The blogosphere constitutes an important part of the Své&d. There are a number of studies that have
specifically analyzed its structure and content. The blpgese provides an interesting opportunity to study
social interactions. Blogging provides a channel to expigsnions, facts and thoughts. Through these
pieces of information, also known asemesbloggers influence each other and engage in conversations
that ultimately lead to exchange of ideas and spread of imdition. By analyzing the graphs generated
through such interactions, we can answer several questiomg the structure of the blogosphere, community
structure[127], spread of influence [92], opinion detat{i®0] and formation, friendship networks [8, 38]
and information cascades [124].

In terms of size, though it constitutes only a portion of tHeole Web, the blogosphere is already quite
significant and is getting increasingly bigger. As of 200&rdwere over 52 million blogs and presently there
are in excess of 70 million blogs. The number of blogs aredigmoubling every six months and a large
fraction of these blogs are active. It is estimated that $kegjoy a significant readership and according to

the recent report by Forrester Research, one in four Amesioead blogs and a large fraction of users also



participate by commenting [25]. Figure 1 shows the ovenaiirgh of the blogosphere. The current trends
are only indicators of sustained growth of user-generatetent.

Blogs are typically published through blog hosting sitesonis like Wordpressthat can be self-hosted.
An entry made by a blogger appears in a reverse chronologidal. Whenever a new post is published,
a ping server is naotified of the fresh content. Infrastruedtyythis is one of the critical difference from the
Web. While on the Web, search engines rely on crawlers th fetel update the index with new content, the
stream of pings provides information that new content has lpeiblished on a blog. This is done essentially
to ensure that downstream services (like search enginemante trackers) can quickly find new content,
thus ensuring the freshness of their index.

The blog home page can contain various anchortext linksphatide personal information, links to
recent posts, photos, blogrolls (links to blogs frequergbd), delicious bookmarks, FOAF descriptions etc.
Each blog post contains a title, date, time and the contehegbost. Additionally, posts can also be assigned
tags or categories that provide information about the topiceywords that are relevant to the post. Finally
the blog itself can be subscribed via RSS (Really Simple &atidn) feeds. Through this simple XML
formatted file, users can subscribe to blogs, news siteslaogharsonalized content such as alerts and search

results.

2. Social Networking Sites

In the booK‘Click: What Millions of People are Doing Online and Why It Mars” [195], author Bill Tancer
discusses how social networking sites today attract thedsigtraffic on the internet today. With hundreds of
social networking sites specializing in different nichesers can connect with people sharing similar interests
and also keep in touch with ex-colleagues, classmatesdsiand family. Social networking sites cater to
a wide variety of audience from teens (MySpace) to collegdesits (Facebook) to professional networks
(LinkedIn).

One implication of the widespread usage of these sites v&gyiconcerns. Several researchers have
focused on studying the usage patterns and performed lmtig#l studies of users on these networks. This
has been of interest to both computer scientists and s@iéaitsts alike. In a recent study of Facebook users,
Dr. Zeynep Tufecki concluded that Facebook users are vaag apout their personal information [198, 199].

A surprisingly large fraction openly disclose their reatmes, phone numbers and other personal information.

Lhttp://www.wordpress.org
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In his research as well as the recent b&loop: What your stuff says about yo[6D], Dr. Sam Gosling
talks about how personal spaces like bedrooms, office degkewwen Facebook profiles reveal a whole lot
about the real self. Their research [178] indicates howgugist the information from a Facebook profile
page, users can accurately score openness, consciegsgyusmntraversion, agreeableness, and neuroticism

(also known as the five factor model in Psychology).

3. Tagging and Folksonomies

The term folksonomy refers to free-form tags or descriptieds associated with a resource like a URL,
document or a video. This form of meta-data information heerntpopularized by social bookmarking sites
like delicioug and photo sharing sites like flickand it provides a convenient way for users to organize
information and share it with their social network. The tdaotksonomyis derived from folk and taxonomy
and is attributed to Thomas Vander Wal.

In a recent paper, Heymann et al. [76] inquire the effectdgsnof tagging and applications of social
bookmarking in Web search. This extensive study of delugdinds that the social bookmarking and tagging
is a growing phenomena. While the index of URLs available ioakmarking site like del.icio.us is much
smaller compared to the overall size of the Web, this studicates that important sites are well represented
in such systems. Brooks and Montanez [21] have also stuleg@henomenon of user-generated tags and
evaluate effectiveness of tagging. In contrast, Chi et2d] find that as more users join the bookmarking site
and annotate more documents with free-form tags, the effigief tagging is in fact decreasing.

Tagging is essentially a means to organize information aodige an easy way to organize and share
information collaboratively. Despite large differencasmotivations of tagging and usage of tags, a stable
consensus emerges [59]. Studies have also shown that sitopleastic models of tagging can explain user
behavior in such environments. Cattuto et al. [22] modetsias simple agents that tag documents with a
frequency-bias and have the notion of memory, such thataheyjess likely to use older tags. Surprisingly,
this simple explanation of user behavior is quite accurataddeling how we use tags.

Dubinko et al. [46] describe tag visualization techniqugsibing Flickr tags. Their work concentrates
on automatically discovering tags that are most ‘intenggsfior a particular time period. By visualizing these
on a timeline they provide a tool for exploring the usage aralwion of tags on Flickr. Several techniques

for ‘tag recommendations’ have been proposed in recensydartoTagging [146] is a collaborative filtering

2http://del.icio.us
Shttp://www.flickr.com
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based recommendation system for suggesting approprgge kbeymann et al. [77] and Zhou et al. [210]
present techniques for predicting and recommending taaggAdsist [192], is a system that recommends tags
related to a given blog post.

All these systems demonstrate several applications ofrtiggand folksonomies. In context to this re-
search, we present an analysis of tag usage through folde¥siaVe analyze a large collection of users and
the organization of their feed subscriptions. Categogifgeds under folder names is a common practice
among users and it gives us a way to group related feeds. Veeilnkespplications of our analysis in feed
distillation and recommendation. The second way in whichineerporate tag information is by studying
the use of tagging in clustering graphs. We demonstratdahatcan provide additional information that is

useful in grouping related blogs and can improve cluster@sglts over graph-only methods.

B. Mining the Social Web

1. Structure and Properties

A number of researchers have studied the graph structuteedMeb. According to the classic ‘Bow Tie’
model [18] the WWW exhibits a small world phenomenon withlatieely large portion of links constituting
the core or Strongly Connected Component (SCC) of the grRpkii Kumar et. al. [116] have studied the
evolution of the blog graph and find that the size of the blppese grew drastically in 2001. They find that
at a microscopic level there was also emergence of strormemainity structure. There have been further
research that has analyzed the structure of the blogosphdreompared its statistical parameters to those of
the Web.

Currently, there are two large samples of the blogospheaiteatte available for researchers. One of them
is a collection used for the WWE 2006 workshop that consitts allection of blogs during a three week
period during the year 2005. The second collection is theCR&06 dataset [131], which is over a 11 week
period that consists of blogs that were crawled startinoppfacsmall subset. A recent paper by Shi et al. [184]
surveys these datasets and compares them to the known parswsfehe Web. Interestingly, inspite of the
the sparsity of data, there are a lot of similarities of theglgraphs with the Web graphs. Both datasets show
power-law slopes of around 2 to 2.5 which is very close to tHeabserved in the Web. Similar values are
also corroborated by Kumar et al. [116] in their study. Usingraph represented by the link structure of

the blog post to blog post links from a collection of about 3lidn blogs we find power law distributions
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Figure 2: Inlink Distribution for ICWSM dataset

for both the inlink and outlinks in the graph (see Figure dinifr results were also discussed in [68] while
studying how topics propagate on the blogosphere.

Leskovec et al. [123] present the “Forest Fire” model to akpthe growth and evolution of dynamic
social network graphs. There are two theories that supp@riodel. First is the “desnification of power
law” that states that the out degree increases over timeagtivorks evolve and the second is the “shrinking
diameter” according to which the average diameter of a ndtwecreases over time. As this is a generative
process the goal is to build simulated graphs that have piiep¢hat closely match those of the real world.
The forest fire model tries to mimic the way information sgieén networks. In this model, new nodes
arrive one at a time and attach themselves to an existing pi@derentially. Once the node is connected, it
performs a random walk in the neighborhood and creates méw locally. The process is them repeated for
each of the new nodes that are linked to during the random.wWidike forest fire model was also shown to
describe information cascades in blog graphs [124]. Infdiom cascades are a chain of links from one blog
to another that describe a conversation. Interestingdyatithors find that the distribution of the sizes of such

cascades also follow a power law distribution.
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In a related work, Karandikar and Java et al. [98] presentreiggive model that accurately models
several properties of the blog graphs, including the distidbns of the blog to blog network as well as the
statistics of the post to post network. This model buildstmmexisting approaches by presenting a simple
behavioral model in which a blogger is treated as both a reaie a writer. When a blogger is in a read
mode, she performs a random walk in the neighborhood of thg &hd links to recently read posts, when
transitioning into the write mode. The advantage of this eléglthat it generates the synthetic blog to blog
network by modeling the behavior of a user that results iatowe of new posts in the graph.

In Chapter V., we present an analysis of readership pattdrmsarge collection of users. These patterns
allow us to gain an understanding into the reading habitsrafraber of users and also provides an intuitive

way to organize feeds into a topic hierarchy.

2. Mining Social Media Content

Content on blogs may be quite different from that of the WelmgB tend to be more personal, topical and
are often emotionally charged. Blogs and online journadsaareflection of our thoughts, opinions and even
moods [143]. The TREC conference’s blog track has focuspauan retrieval [164]. This task involves,
identifying blog posts that express positive or negativeisgent about a given query term has been a topic
of significant interest. In Chapter Ill., we present the Blog system that was built for this task.

Analyzing blog content can also have a number of potentisinass intelligence and advertising appli-
cations. Kale et al. [96] present an approach to use sentimfmmation for classifying political blogs.
Mishne et al. [145] describe how mentions of movie names éoetbwith the sentiment information can
be correlated with its sales. Such applications have a fiabincentive and provide important insights into
markets and trends. Content analysis also proves usefavierising and marketing. Mishne et al. [148]
also present a technique for deriving “wishlists” from dcand identify books that might be of potential
interest to a blogger, based on the content of the postsllfsilEmguage models built using the blog posts
and special features like tags is also shown to have effemisults in matching relevant ads[144].

Herring et al. [74] performed an empirical study the intencectivity of a sample of blogs and found
conversations on the blogosphere are sporadic and higliiglimportance of the ‘A-list’ bloggers and their
roles in conversations. A-list bloggers are those thatyeajbigh degree of influence in the blogosphere.
These are the blogs that correspond to the head of the Idifgrtpbwer-law) distribution of the blogosphere.

As shown in figure 2., these consitute a small fraction of ladl blogs that receive the most attention or
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Figure 3: The long tail distribution. Typically a nodes wiliceive the most attention. This is also popularly
known as the 80-20 distribution. (Source NYT)

links. This type of distribution has become synonymous niffgrent social datasets. Blog search engine
Technorati lists the top 100 blogs on the blogosphere. Tligtsewhile serving as a generic ranking purpose,
do not indicate the most popular blogs in different categgriThis task was explored by Java et al. [88]
to identify the ‘Feeds that Mattér The TREC 2007 blog track [132] defines a new task called el f
distillation task. Feed distillation, as defined in TREC 209 the task of identifying blogs with recurrent
interest in a given topic. This is helpful for example, inoaling the user to explore interesting blogs to
subscribe for a given topic. Elsas et al. [48] explored twprapches to feed distillation. One approach is to
consider the entire feed as a single document. The rettizsialas to find the most relevant documents (i.e
feeds) in this setting. They used Wikipedia as a resourcguery expansion to help identify relevant terms
for a given topic. The second model is to identify the posts e relevant and find feeds that correspond to
the most relevant posts returned. They find that the mod&iméped itself as a document is more appropriate
for this task.

A related task is that of identifying influential nodes in dwerk. There are several different interpreta-
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tions of what makes a blog or a node in a social network infilaérong et al. [191] predict and rank nodes
in a network based on the flow of information. Their propodgdi@thm, DiffusionRank identifies the most
likely individuals in a network who most likely to receive &gn information. Some models for maximiz-
ing such a flow of information is proposed by Kempe et al. [11023]. They use a greedy heuristic based
approach for identifying the set of nodes that are capabieflofencing the largest fraction of the network.
InfluenceRank [190] is an algorithm similar to PageRank ihatsed to identify the opinion leaders in the
blogosphere. This approach is based on content analydie éldg post and the outlinks that they point to.
The intuition is that those providing novel information amere likely to be opinion leaders in such networks.
In Chapter V., we present a novel approach to detect inflabemtides. We use a combination of link analysis

and feed readership information for identifying the modtiantial blogs in different topics.

3. Communities in Social Graph

Social structure in any society emerges from our desire tmect with others around us who share simi-
lar views and interest. Communities emerge in many typestforks. Starting with Milgram’s experi-
ments [141] that led to the popular anecdote on‘sitedegrees of separationthe study of the underlying
structure and properties has interested researchers for years. Many real world networks like collabora-
tion/coauthor [154], biological networks [203] and intetexhibit the small-world phenomenon.

Flake et. al. [2] describe a network flow based approach tttipaing the graph into communities.
Recently, there has been renewed interest in communitgtitetefor blog data. Lin et. al. [127] identify a
group of blogs that are mutually aware of each other. Popbsi links, comments, trackbacks, all constitute
to different types of actions that indicate awareness. dJaim algorithm similar to PageRank each pair of
blogs is weighted with an association score based on thereiff actions between the corresponding blogs.
However, this technique requires a seed set of blogs toabttra community. Additionally, they provide a
clustering algorithm to visualize such communities [197].

Some community detection techniques require computafidbetweenness centrality” which is an ex-
pensive calculation over very large graphs [160]. Betwesamentrality is a measure of the number of times
a node is on the shortest path route amongst all other paimed#s. Newman provides a fast approxima-
tion [155] to this measure. Figure 4 shows a visualizatioaroExample community of political blog graph,
identified using this approach. The size of the node is ptapual to the degree of the blog.

While several researchers have studied static networkst raal-world networks are temporal and dy-
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Figure 4: A view of a sub-community containing a number of politicalgs! consisting about 13K vertices. The size of the node is
proportionate to its degree.
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namic in nature. Communities form through interactionsr@/kng period of time and they change due to
shifts in interests, community member’s reactions to Nevents and factors. Communities may merge to
form a larger community or a single community may split intouanber of smaller groups. Chi et al. [27]
extend the spectral clustering algorithms for evolvingalatetwork graphs and blog graphs. Chi et al. [28]
also present a different approach to community detectiahithbased on both the structural and temporal
analysis of the interactions between nodes. A communitydetstood to be a set of nodes that interact more
closely with each other and this is captured by the strutturalysis. However, there is a second component
to communities which is the sustained interaction or irgeteetween nodes over time. This is accounted
for by considering the temporal nature of these interastidieir method is based on factorizing the tensor
matrix that captures interactions between nodes over #afarther extension of this technique is presented
by Lin et al. [126].

In context of this work, we present two techniques for comityuanalysis. Most of the existing ap-
proaches to community detection are based on link analysisignore the folksonomy meta-data that is
easily available on in social media. We present a novel nieth@ombine the link analysis for community
detection with information available in tags and folksonesnyielding more accurate communities. Many
social graphs can be quite huge. In the second part of our cmityrdetection work we focus on effectively
sampling a small portion of the graph in order to approxityaletermine the overall community structure.

These techniques are discussed in Chapter IV. of this ditikeT.



Chapter .

MINING SOCIAL MEDIA CONTENT

Social media content, especially blogs, often consisteisinungrammatical and poorly structured text. This
makes open domain tasks like opinion retrieval and claasidio for blogs quite challenging. In addition any
text analytics system that deals with blogs must addresskéyassues: (i) detecting and eliminating spam
blogs and spam comments and (i) eliminating noise from+ilks and blog-rolls. In this Chapter we discuss
the BlogVox opinion retrieval system. We describe a framdwbat indexes a large collection of blogs
and provides an interface for finding opinionated blog ptsas express some sentiment (either positive or
negative) with respect to given query terms. In such an eaftin some of the data cleaning issues mentioned
above play a critical role in ensuring high quality resulfge also discuss the various scoring mechanisms
for sentiment ranking.

The second part of this chapter concerns deeper semantiegsiog of social media content. While
the BlogVox opinion retrieval system was mostly syntactid ases shallow parsing and lexicon-based ap-
proaches, SemNews is a semantic news framework that is leapflarge scale semantic processing. The
infrastructure has the capability of indexing several gands of news feeds and processing the summaries
of news articles to extract the meaning representationesthries. This provides a capability to process
and make text machine readable. SemNews uses a sophibtizataal language processing engine that is
supported with an extensive ontology. The extracted mear@presentation of the stories are exported in

Semantic Web language OWL.

19
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A. Mining Sentiments and Opinions

The BlogVox system retrieves opinionated blog posts sty ad hoc queries. BlogVox was developed
for the 2006 TREC blog track by the University of Maryland,ItBaore County and the Johns Hopkins
University Applied Physics Laboratory using a novel systemecognize legitimate posts and discriminate
against spam blogs. It also processes posts to eliminat@nextus non-content, including blog-rolls, link-
rolls, advertisements and sidebars. After retrieving poedevant to a topic query, the system processes them
to produce a set of independent features estimating thiéhidaal that a post expresses an opinion about the
topic. These are combined using an SVM-based system argtaieel with the relevancy score to rank the
results. We evaluate BlogVox’s performance against hunsaassors. We also evaluate the individual splog
filtering and non-content removal components of BlogVox.

The BlogVox system was developed by the University of MamglaBaltimore County and the Johns
Hopkins University Applied Physics Laboratory to perforne topinion retrieval task defined by the 2006
TREC Blog Track. In this task, a user enters a query for a topiaterest (e.g., March of the Penguins)
and expects to see a list of blog posts that express an op(pasgitive or negative) about the topic. The
results are ranked by the likelihood that they are exprgsainopinion about the given topic. The approach
used in BlogVox has several interesting features. Two techas are used to eliminate spurious text that
might mislead the judgment of both relevance and opiniairess. First, we identify posts from spam
blogs using a machine-learning based approach and elieniham from the collection. Second, posts are
"cleaned” before being indexed to eliminate extraneoutsassociated with navigation links, blog-rolls, link-
rolls, advertisements and sidebars. After retrieving poslevant to a topic query, the system applies a set
of scoring modules to each producing a vector of featurésiahg the likelihood that a post expresses an
opinion about the topic. These are combined using an SVM¢bagstem and integrated with the overall
relevancy score to rank the results.

Opinion extraction and sentiment detection have been gusly studied for mining sentiments and re-
views in domains such as consumer products [37] or movieg, [38]. More recently, blogs have become
a new medium through which users express sentiments. @p@xiaction has thus become important for
understanding consumer biases and is being used as a ndarto@rket intelligence [57, 161, 129].

Blog posts contain noisy, ungrammatical and poorly stmgztuext. This makes open-domain, opinion
retrieval for blogs challenging. In addition any text arly system that deals with blogs must address two

larger issues: (i) detecting and eliminating posts frommsogs (commonly known as splogs) and spam
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comments and (ii) eliminating irrelevant text and linksttaee not part of the post’s content.

Recently, Spam blogs, or splogs have received significtentadn, and techniques are being developed
to detect them. Kolari, et al. [108] have recently discugbedise of machine learning techniques to identify
blog pages (as opposed to other online resources) and @ocae them as authentic blogs or spam blogs
(splogs). [111] extends this study by analyzing a specifiection of blog posts released for the Third
Annual Workshop on the Weblogging Ecosystem held at the 2008d Wide Web Conference. Their
findings on spam blogs confirms the seriousness of the prolthemmost recent data shows about 64% of
“pings” collected from the most popular ping-server for kstgblogs are from splogs.

Blog posts are complex documents and consist of a core camgaihe post’s real content surrounded
by an array of extraneous and irrelevant text, images athd.lifihis “noise” includes links to recent posts,
navigational links, advertisements and other Web 2.0 featauch as tag rolls, blog rolls, Technorati tags,
Flickr links and often accounts for 75% or more of the postes The presence of this extra material can
make it difficult for text mining tools to narrow down and facon the actual content of a blog post. Moreover,
these features may also reduce search index quality. Disiogufor such noise is especially important when
indexing blog content. Blog posts are complex documentscangdist of a core containing the post’s real
content surrounded by an array of extraneous and irrelgeahtimages and links. This “noise” includes
links to recent posts, navigational links, advertisemamis other Web 2.0 features such as tag rolls, blog
rolls, Technorati tags, Flickr links and often accounts#®% or more of the post’s size. The presence of this
extra material can make it difficult for text mining tools tarnrow down and focus on the actual content of
a blog post. Moreover, these features may also reduce thigyopfathe search index. Discounting for such

noise is especially important when indexing blog content.

1. Related Work

Different sentiment classification techniques have begiiegin movies and product domains. Many of
these techniques use a combination of machine learning,atidrheuristic techniques. While some of the
work looks at identifying opinions at a document level, otheave tried to classify sentences and summarize
opinions.

Most effective among the machine learning algorithms areenbayes, SVM. These are mainly used
to learn recognize either linguistic patterns that aredattirs of opinions or sentiment bearing words and

phrases. Turney [200] proposed the application of unsugeavmachine learning algorithm for sentiment
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classification by comparing the orientation of the phragé thie terms ‘excellent’ and ‘poor’.

Minging Hu and Bing Liu [82] propose using WordNet to detemmthe polarity of different adjectives.
Their goal is to identify sentiment at a sentence level. Treedverall polarity score for a sentence is de-
termined by combining the weights contributed by each ofatthiectives near a feature word. The Opinion
Observer system [129] extends this work to summarizing tbe pnd cons of various features of a product.

Tracking sentiment change over time has been studied by [I®&} and more recently in the context of

blogs [52].

2. The TREC Blog Track

The 2006 TREC Blog track, organized by NIST, asked partitipéo implement and evaluate a system to
do “opinion retrieval” from blog posts. Specifically, theskawas defined as follows: build a system that will
take a query string describing a topic, e.g., “March of thadRéns”, and return a ranked list of blog posts
that express an opinion, positive or negative, about thie top

For training and evaluation, NIST provided a dataset of dkeze million blogs drawn from about 80
thousand blogs. The TREC dataset consisted of a set of XMhdtied files, each containing blog posts
crawled on a given date. The entire collection consistedvef 8.2M posts from 100K feeds [131]. These
posts were parsed and stored separately for convenientimgg@sing the HTML parser todl Non-English
blogs were ignored in addition to any page that failed to@drtge to encoding issues.

In order to make the challenge realistic NIST explicitlylumed 17,969 feeds from splogs, contributing
to 15.8% of the documents. There were 83,307 distinct hogeplrLs present in the collection, of which
81,014 could be processed. The collection contained adb&P14,727 permalinks from all these blogs.

TREC 2006 Blog Track participants built and trained thesteyns to work on this dataset. Entries were
judged upon an automatic evaluation done by downloadingamuing, without further modification to their

systems, a set of fifty test queries.

3. BlogVox Opinion Retrieval System

Compared to domain-specific opinion extraction, identifiyopinionated documents about a randomly cho-
sen topic from a pool of documents that are potentially wateel to the topic is a much more difficult task.

Our goal for this project was to create a system that coul@nyoally learn topic sensitive sentiment words

Lhttp://htmlparser.sourceforge.net/
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Figure 5: BlogVox text Preparation steps: 1. Parse the TR&@us 2. Remove non English posts 3.
Eliminate splogs from the collection 4. Remove spuriousamal from the DOM tree.

to better find blog posts expressing an opinion about a spddifipic. After cleaning the TREC 2006 Blog
Track dataset in the pre-indexing stage, blog posts aratbiesing Lucene, an open-source search engine.
Given a TREC query BlogVox retrieves a set of relevant pastmfthe Lucene index and sends the posts
to the scorers. Using a SVM BlogVox ranks each document baped the score vector generated for the
document by the set of scorers show in Figure 6.

We tuned Lucene’s scoring formula to perform document lengtrmalization and term specific boosting
2. Lucene internally constructs an inverted index of the deents by representing each document as a
vector of terms. Given a query term, Lucene uses standard Feequency (TF) and Inverse Document
Frequency (IDF) normalization to compute similarity. Weedghe default parameters while searching the
index. However, in order to handle phrasal queries such a#téd States of America” we reformulate the

original query to boost the value of exact matches or prayibased matches for the phrase.

4. Data Cleaning

Two kinds of spam are common in the blogosphere (i) spam ldogplogs, and (i) spam comments. We

first discuss spam blogs, approaches on detecting them canthby were employed for BlogVox.

Identifying and Removing Spam

Splogs are blogs created for the sole purpose of hostingpanimoting affiliate sites (including themselves)

and getting new pages indexed. Content in splogs is oftemgerierated and/or plagiarized, such software
sells for less than 100 dollars and now inundates the bldgasboth at ping servers (around 75% [107])
that monitor blog updates, and at blog search engines (dr20¥t, [112]) that index them. Spam comments

pose an equally serious problem, where authentic blog featare auto-generated comments that target

2http://lucene.apache.org/java/docs/scoring.html
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Figure 7: A typical splog, plagiarizes content (ii), prom®bther spam pages (iii), and (i) hosts high paying
contextual advertisements

ranking algorithms of popular search engines. A populanspamment filter® estimates the amount of
spam detected to be around 93%.

Figure 7 shows a splog post indexed by a popular blog seaginenAs depicted, it features content
plagiarized from other blogs (ii), displays ads in high paytontexts (i), and hosts hyperlinks (iii) that create
link farms. Scores of such pages now pollute the blogospétie new ones springing up every moment.
Splogs continue to be a problem for web search engines, fenlesy present a new set of challenges for
blog analytics. Splogs are well understood to be a specifimante of the more general spam web-pages
[71]. Though offline graph based mechanisms like TrustR&gk gre sufficiently effective for the Web, the
blogosphere demands new techniques. The quality of blotytiosaengines is judged not just by content
coverage, but also by their ability to quickly index and gmalrecent (non-spam) posts. This requires that
fast online splog detection/filtering [108][177] be usetpto indexing new content.

We employ statistical models to detecting splogs as destrity [112], based on supervised machine
learning techniques, using content local to a page, erqldist splog detection. These models are based
solely on blog home-pages, and are based on a training s@0dfldgs and 700 splogs. Statistical models
based on local blog features perform well on spam blog detecBee Table Ill..1. The bag-of-words based
features slightly outperforms bag-of-outgoingurls (UREbkenized on ‘/’) and bag-of-outgoinganchors.

Additional results using link based features are slighahyér that local features, but effective nonetheless.

Shttp://akismet.com
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Feature | Precision| Recall || F1

words .887 .864 .875
urls .804 .827 .815
anchors| .854 .807 .830

Table lll..1: SVM Models with 19000 word features and 10086teof URL and anchor text features (ranked
using Mutual Information) can be quite effective for splagettion.

Interested readers are referred to [112] for further detailherefore, BlogVox used only local features to
detect splogs.

Comment spam occurs when a user posts spam inside a blog ecam@emment spam is typically
managed by individual bloggers, through moderating comsnmd/or using comment spam detection tools
(e.g. Akismet) on blogging platforms. Comment spam andggpkhare a common purpose. They enable
indexing new web pages, and promoting their page rank, veitth such page selling online merchandise or
hosting context specific advertisements. Detecting amdirgditing comment spam [147] depends largely on

the quality of identifying comments on a blog post, part ofathis addressed in the next section.

Identifying Post Content

Most extraneous features in blog post are links. We destwbetechniques to automatically classify the
links into content-links and extra-links. Content linke guart of either the title or the text of the post. Extra
links are not directly related to the post, but provide addal information such as: navigational links, recent
entries, advertisements, and blog rolls. Differentiatimgblog content from its chaff is further complicated
by blog hosting services using different templates and &smAdditionally, users host their own blogs and
sometimes customize existing templates to suit their needs

Web page cleaning techniques work by detecting commontetal@lements from the HTML Document
Object Model (DOM) [207, 208]. By mining for both frequentigpeated presentational components and
content in web pages, a site style tree is constructed. Tédsstructure can be used for data cleaning and
improved feature weighting. Finding repeated structusaiponents requires sampling many web pages from
a domain. Although blogs from the same domain can shareagistituctural components, they can differ
due to blogger customization. Our proposed technique doeequire sampling and works independently
on each blog permalink.

Instead of mining, we used a simple general heuristic. firgly extraneous links tend to be tightly

grouped containing relatively small amounts of text. Nbi&t ta typical blog post has a complex DOM tree
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with many parts, only one of which is the content of interasniost applications.
After creating the DOM tree we traverse it attempting to aliae any extraneous links and their corre-

sponding anchor text, based upon the preceding and foltptaigs. A linka is eliminated if another linlb

within a 64, tag distance exists such that:
¢ No title tags (H1, H2...) exist in 8y;,: tag window ofa.
e Average length of the text bearing nodes betwaandb is less than some threshold.

e bis the nearest link node @

The average text ratio between the linkg, 47..: was heuristically set to 120 characters and a window size,
04:s: of 10 tags was chosen. The Algorithm 1 provides a detailedrg#®n of this heuristic.
Next we present a machine learning approach to the linkifilzegtson problem. From a large collection

of blog posts, a random sample of 125 posts was selected. Aam@veluator judged a subset of links



Algorithm 1 Blog post cleaning heuristic

Nodes[]tags = tags in the order of the depth first traversal of the DOM tree
for all ¢ such thab <i < |tags| do
dist = nearestLinkTag(tags);
if dist < 04;5: then
eliminate tagg]|
end if
end for

Procedure 2int nearestLinkTag(Nodes[] tags, int pos)

minDist = |tags]|
textNodes =0
textLength =0
title = false;
for all j such thapos — 04;5; < j < pos + 4,5 dO
node = tags|j]
if 5 =0l|7 = pos||j > (Jtags| — 1) then
continue
end if
if node instanceOf'ext N ode then
textNodes++;
textLength += node.getTextLength();
end if
dist = |pos — j|
if node instanceOfLinkNode && dist < minDist then
minDist = dist

end if
if node instanceOfT'itle N ode then
title = true
end if
end for

ratio = textLength | textCount

if ratio > Qgugrest||title == truethen
returntags.size()

end if

returnmin Dist
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Features

Previous Node

Next Node

Parent Node

Previous N Tags

Next N Tags

Sibling Nodes

Child Nodes

Depth in DOM Tree
Char offset from page start
10 | links outside the blog?
11 | Anchor text words

12 | Previous N words

13 | Next N words

Table 111..2: Features used for training an SVM for classifylinks as content links and extra links.

Method Precision | Recall || F1

baseline heuristic 0.83 0.87 0.849
svm cleaner (tag feature$)0.79 0.78 0.784
svm cleaner (all features) 0.86 0.94 0.898

Table 111..3: Data cleaning with DOM features on a trainirg sf 400 HTML Links.

(approximately 400) from these posts. The links were madntatjged either content-links or extra-links.
Each link was associated with a set of features. Table BurBmarizes the main features used. Using this
feature set an SVM model was train&db recognize links to eliminate. The first set of feature§)vas
based on the tag information. The next set of features (8a8)lvased on position information and the final
set of features (10-13) consisted of word-based featuremglfeatures (1-7) yields a precision of 79.4%
and recall of 78.39%, using all our features (1-13) yieldsexision of 86.25% and recall of 94.31% under
10-fold cross validation.

We compared the original baseline heuristic against hurmaluators. The average accuracy for the

baseline heuristic is about 83% with a recall of 87%.

5. Evaluations

To improve the quality of opinion extraction results, itisgortant to identify the title and content of the blog
post because the scoring functions and the Lucene inderijige can not differentiate between text present
in the links and sidebars from text present in content of thg post. Thus, a post which has a link to a recent

post titled ‘Why | love my iPod’ would be retrieved as an opinated post even if the post content is about

4http://svnight.joachins. org/
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some other topic. This observation lead to the developnfenirdfirst scorers.

As shown in figure 6, a number of heuristics are employed teesit@ results based on the likelihood that
it contains an opinion about the query terms. These scomisby using both document level and individual
sentence level features. Some of the scoring heuristics sugyported by a hand-crafted list of 915 generic
postive and 2712 negative sentiment words.

The following is a brief description of each scoring funatio

Query Word Proximity Scorer finds the average number of sentiment terms occurring inittieity of
the query terms using a window size of 15 words before and tifeequery terms. If the query is a phrasal
guery, the presence of sentiment terms around the query wighted twice.

Parametrized Proximity Scorer was similar to the Query Word Proximity Scorer. However, wsedia
much smaller dictionary which was divided into two subshkighly polar sentiment words, and the relatively
less polar words. We used parameters to specify the windaexbto search for sentiment words (five and
fifteen), and to boost sentiment terms around phrase quernesand three). This resulted in a total of eight
scorers.

Positive and Negative Scorersounted the number of sentiment words (positive, negaitivéd)e entire
post.

Lucene Relevance Scoreas used to find how closely the post matches the query terms.

We also experimented with other scoring functions, sucldgesctive word count scorer. This scorer used
an NLP tool to extract the adjectives around the query tekwosvever, this tool did not perform well mainly
due to the noisy and ungrammatical bsentences presentgs.blo

Once the results were scored by these scoring modules, Wiewmeta-learning approach to combine the
scores using SVMs. Our SVMs were trained using a set of 67@lesnof which 238 were positive (showed
a sentiment) and the rest were negative. Using the polyndwmiael with degree gave the best results
with precision of 80% and recall of 30%. The model was traiteegredict the probability of a document
expressing opinion. This value was then combined with theebe relevance score to produce final runs.

The opinion extraction system provides a testbed apptinddtir which we evaluate different data cleaning
methods. There are three criteria for evaluation: i) improents in opinion extraction task with and without

data cleaningii) performance evaluation for splog detediti) performance of the post content identification.
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Splog Detection Evaluation

Our automated splog detection technique identified 13,%5d@skas splogs. This accounts for about 16% of
the identified homepages. The total number of splog perk®ig543,086 or around 16% of the collection,
which is very close to the 15.8% explicitly included by NISWVhile the actual list of splogs are not available
for comparison, the current estimate seem to be close. Teptéhe possibility of splogs skewing our results
permalinks associated with splogs were not indexed.

Given a search query, we would like to estimate the impacigghave on search result precision. Figure
9 shows the distribution of splogs across the 50 TREC queFies quantity of splogs present varies across the
queries since splogs are query dependent. For exampleghmst spammed query terms were ‘cholesterol’
and ‘hybrid cars’. Such queries attract a target marketckvhdvertiser can exploit.

The description of the TREC data [131] provides an analysiseposts from splogs that were added to
the collection. Top informative terms include ‘insuranceleight’, ‘credit’ and such. Figure 10 shows the
distribution of splogs identified by our system across syansterms. In stark contrast from Figure 9 there

is a very high percentage of splogs in the top 100 results.

Post Cleaning Evaluation

In BlogVox data cleaning improved results for opinion egtian. Figure 11 highlights the significance of
identifying and removing extraneous content from blog poBbr 50 TREC queries, we fetched the first 500
matches from a Lucene index and used the baseline datamiga@iristic. Some documents were selected
only due to the presence of query terms in sidebars. Sometimese are links to recent posts containing the
guery terms, but can often be links to advertisements, ngddits or link rolls, etc. Reducing the impact of
sidebar on opinion rank through link elimination or featw&ighing can improve search results.

Table 111..3 shows the performance of the baseline hearésid the SVM based data cleaner on a hand-
tagged set of 400 links. The SVM model outperforms the basdiieuristic. The current data cleaning
approach works by making a decision at the individual HTMg level; we are currently working on auto-

matically identifying the DOM subtrees that correspondi® sidebar elements.

Trec Submissions

The core BlogVox system produces results with two measurhs.first is a relevance score ranging from

0.0 to 1.0, which is the value returned by the underlying Ingcquery system. The second was a measure
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Figure 9: The number of splogs in the top x results for 50 TREErigs. Top splog queries include “choles-
terol” and “hybrid cars”
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Figure 10: The number of splogs in the top x results of the TREI&ction for 28 highly spammed query
terms. Top splog queries include 'pregnancy’, insurancéscount’
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run opinion topic relevance
map | r-prec map | r-prec
UABasl11| 0.0764| 0.1307| 0.1288| 0.1805
UAEx11 | 0.0586| 0.0971| 0.0994| 0.1367
UAEx12 | 0.0582| 0.0934| 0.0985| 0.1355
UAEx13 | 0.0581| 0.0923| 0.0978| 0.1360
UAEx21 | 0.0590| 0.0962| 0.0998| 0.1366
Corrected| 0.1275| 0.202 | 0.1928| 0.2858
Cleaned | 0.1548| 0.2388| 0.2268| 0.3272

Table 111..4: The results for the opinion and topic relevaperformance of different runs

of opinionatedness, which was a real number greater thav@roduced the sim numbers for each of the
runs from a weighted average of the two numbers after noringlthem using the standard Z-normalization
technique.

The baseline run was exectuted on the uncleaned datasgtaisilection of what we anticipated to be
the seven best scorer features and with an equal weightinrglEvance and opinionatedness. This run was
also the best performing run amongst our official runs. Rwesthrough five were made on the semi-cleaned
dataset and using a larger set of eleven scorer features. Wgtmalizing the result scores, we used weights
of (1,1), (1,2), (1,3) and (2,1).

Figure 12 shows the results from the TREC submissions fariopiretrieval. Figure 13 shows the results
for the topic relevance. The Mean Average Precision (MAR)dpinion retrieval of the original TREC
submissions was 0.0764 and the R-Prec was around 0.130 MARdor topic relevance was about 0.1288
with an R-Prec of 0.1805. After inspection of the code, itegmed that this may have been due to a minor bug
in the original code that was used for the official run. Upomrecting this and re-executing the run, we found
that the MAP for opinion task was about 0.128 and for retfiexzs about 0.1928. A final run was performed
by running the queries against an index recreated by clgainhe posts using heuristics described above.
Table 11l..4 summarizes the results obtained. We find thedrtihg significantly improved both opinion and
retrieval scores of our system. Figure 15 compares thegioeaiecall curves for these these runs.

We think that the retrieval performance could be improvedibing the following approaches: use of
qguery expansion modules, applying relevance feedback sing the description and narrative fields from

the TREC queries to formulate the final Lucene query.
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Mean Average Precision for Topic Relevance
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Difference from Median Average Precision per Topic
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Figure 14: Difference of MAP from Median for original TREClsuission UABas11, updated runs and clean
index runs.
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Recall-Precision Curves
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Figure 15: Precision Recall curves for original TREC sulsiois UABas11, updated runs and clean index
runs.
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6. Conclusions

For TREC runs, we used an index on blog posts that had not beaned for all of the runs. For run one
we evaluated these uncleaned posts using a complementesf Beuristics. For runs two through five, we
retrieved a fixed number of post ids using the index of un@datata and then cleaned the resulting posts “on
the fly”. A larger set of eleven heuristic scoring functionssaused for these runs. After cleaning a post, we
did a heuristic check to ensure that at least some of the deems remained. If not, the post was discarded.
We believe that this ad hoc approach significantly loweretpoecision scores for these runs due to at least
three reasons. First, the relevance scores were computeddene on the uncleaned posts and were not
accurate for the cleaned versions since the term frequefaiéoth the collection and for each document
were altered. Second, discarding many of the posts aftetela@ing reduced the number of available results,
already low due to the impending deadline. Finally, the méshposts were in many cases likely to be less
relevant that their scores would indicate due to the remofigliery words.

Manual inspection of some of the results showed that there w&umber of matches that were due to
the presence of the query terms in extraneous links. In aodarify the effectiveness of cleaning we created
a new index using only the cleaned versions of the posts. WdHet using this cleaner index improved not
only retrieval results but also effective mean averageigi@tfor opinion retrieval. As can be observed from
Figure 14, in almost all the cases the mean average predaitine runs on cleaned data outperform those
on unclean data. The queries for which data cleaning madm#isant improvement were “larry summers”,
“bruce bartlett”, “Fox News Report” and “zyrtec”. Compagithese with Figure 11 indicates that these were
also queries that contained a higher number of matches élaathie terms exclusively in the sidebar. On the
other hand for queries like ‘audi’, ‘oprah’ and ‘colbert ogp the cleaned runs had a lower precision possibly
due to the strict thresholds for cleaning.

We developed the BlogVox system as an opinion retrievaesy$or blog posts as part of the 2006 TREC
Blog Track. This task requires processing an ad hoc quegigesenting topics and retrieving posts that
express an opinion about them. Our initial experiments thighblog post collection revealed two problems:
the presence of spam blogs and the large amounts of extrasordant text in each posts.

We identified posts from spam blogs using a machine-leatvésgd approach and eliminated them from
the collection. The remaining posts were “cleaned” bef@iadpindexed to eliminate extraneous text associ-
ated with navigation links, blog-rolls, link-rolls, ad¥esements and sidebars. After retrieving posts relevant

to a topic query, the system applies a set of scoring modalleach producing a vector of features estimating
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the likelihood that a post expresses an opinion about thie.tofhese are combined using an SVM-based
system and integrated with the overall relevancy scorertk tiae results.

Our evaluation of the BlogVox results showed that both sglagination and post cleaning significantly
increased the performance of the system. The overall pedioce as measured by thieean average preci-
sionandR-precisiornscores showed that the system worked well on most of the éifttyqueries. We believe
that the system can be improved by increasing the accurattyegbost-cleaning and refining the opinion

scorers.
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B. Semantic Analysis of RSS Feeds

The World Wide Web is a vast, open, accessible and free sofilaeowledge. With the rise of social media
platforms the prefered means to publish and share infoom&ivia simple XML based syndication mecha-
nisms supported by two popular protocols: RSS and ATOM. @fhiese formats provide some structure to
the documents, virtually most of the content in it and evérgre else on the Web is in natural language - a
form difficult for most agents to directly understand. Manyeiligent agents and applications on the Web
need knowledge to support their reasoning and problemranlvi

In this section, we describe our efforts in semanticallyi@mng the content in RSS/ATOM feeds. We
accomplish this by applying a matrure language understanslistem on News feeds and publishing the
output in the Semantic Web language OWL. This adds knowledgbe Web in a form designed for agents
to consume easily. SemNews is a prototype system that me@itoumber of RSS news feeds. As new sto-
ries are published the system extracts the relevant méteadaociated with it and indexes the articles. The
news snippets or summaries provided in the RSS streamsarsdémantically analyzed using OntoSem, an
ontology based natural language procesing system. Ontp8dorms a syntactic parse of the sentences fol-
lowed by a semantic and pragmatic analysis of the text. Sevaeen publishes and exports the interpreted
meaning representation in OWL. Additionally, it also swrdl the TMRs in a triple store. In addition the
underlying ontology is also exported to OWL.

By semanticizing RSS news streams, one can now exploredtiestia concepts defined in an ontology.
Moreover, SemNews also provides a way to perform structquedies (via RDQL/SPARQ]) over the text
meaning representation of natural language text. Thisvallessers to search specific news article using high
level concepts like: Find all the stories in which a politician visited Middle B&swhich would match a
news item that talks about the defense secretary, Condmdtize visiting Iraq. Semantic alerts can be set,
where an new RSS feed is generated for each of the RDQL/SPAR®@Lies so that whenever a new story

matches the query the user is notified.

1. Related Work

Among past projects that have addressed semantic anmoéatiche following:

e Gildea and Jurafsky [53] created a stochastic system thatdacase roles of predicates with either

abstract (e.g., AGENT, THEME) or domain-specific (e.g., MASE, TOPIC) roles. The system

5RDF Data Query Language; SPARQL Protocol and RDF Query Laggu
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trained on 50,000 words of hand-annotated text (producetthdy-rameNet project). When tasked
to segment constituents and identify their semantic roléth (fillers being undisambiguated textual
strings, not machine-tractable instances of ontologioakepts, as in OntoSem), the system scored
in the 60s in precision and recall. Limitations of the systeriude its reliance on hand-annotated
data, and its reliance on prior knowledge of the predicaen& type (i.e., it lacks the capacity to

disambiguate productively). Semantics in this projecinsted to case-roles.

The goal of the Interlingual Annotation of Multilingual Te€orpora projecf is to create a syntactic

and semantic annotation representation methodology ahid ¢eit on six languages (English, Spanish,
French, Arabic, Japanese, Korean, and Hindi). The semgagiesentation, however, is restricted to
those aspects of syntax and semantics that developersédeba be consistently handled well by
hand annotators for many languages. The current stage efagement includes only syntax and light

semantics essentially, thematic roles.

In the ACE project’, annotators carry out manual semantic annotation of texBniglish, Chinese
and Arabic to create training and test data for researchaeskiations. The downside of this effort
is that the inventory of semantic entities, relations anehéwvis very small and therefore the resulting
semantic representations are coarse-grained: e.g.,dremmnly five event types. The project descrip-
tion promises more fine-grained descriptors and relatiorsg events in the future. Another response
to the clear insufficiency of syntax-only tagging is offetedthe developers of PropBank, the Penn
Treebank semantic extension. Kingsbury et al. [104] repbmvas agreed that the highest priority,
and the most feasible type of semantic annotation, is camefe and predicate argument structure for

verbs, participial modifiers and nominalizations, and thishat is included in PropBank.

Recently, there has been a lot of interest in applying Infdiom extraction technologies for the Semantic

Web. However, few systems capable of deeper semantic @b been applied in Semantic Web related

tasks. Information extraction tools work best when the $ypieobjects that need to be identified are clearly

defined, for example the objective in MUC [63] was to find theaas named entities in text. Using OntoSem,

we aim to not only provide such information, but also convbé text meaning representation of natural

language sentences into Semantic Web representations.

Shttp://aitc.aitcnet.org/nsf/iamtc/
http://iwww.ldc.upenn.edu/Projects/ACE/intro.html
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A project closely related to our work was an effort to map thikngkosmos knowledge base to OWL
[12, 13]. Mikrokosmos is a precursor to OntoSem and was deeel with the original idea of using it as
an interlingua in machine translation related work. Thisjg@ct developed some basic mapping functions
that can create the class hierarchy and specify the prepextid their respective domains and ranges. In our
system we describe how facets, numeric attribute rangebedmandled and more importantly we describe
a technique for translating the sentences from their Texdiey Representation to the corresponding OWL
representation thereby providing semantically marked apuhNil Language text for use by other agents.

Oliver et al. [36] describe an approach to representing tenBational Model of Anatomy (FMA)
in OWL. FMA is a large ontology of the human anatomy and is espnted in a frame-based knowledge
representation language. Some of the challenges facedtnetack of equivalent OWL representations for
some frame based constructs and scalability and compoghtssues with the current reasoners.

Schlangen et al. [180] describe a system that combines aah#dnguage processing system with Se-
mantic Web technologies to support the content-basedgeaand retrieval of medical pathology reports.
The NLP component was augmented with a background knowleslg@onent consisting of a a domain on-
tology represented in OWL. The result supported the extracf domain specific information from natural
language reports which was then mapped back into a Semaaba&gresentation.

TAP [176] is an open source project lead by Stanford Uniteesid IBM Research aimed at populating
the Semantic Web with information by providing tools thatke#he web a giant distributed Database. TAP
provides a set of protocols and conventions that create arenhwhole of independently produced bits of
information, and a simple API to navigate the graph. Localependently managed knowledge bases can be
aggregated to form selected centers of knowledge usefplidicular applications.

Kruger et al. [115] developed an application that learnesktoact information from talk announcements
from training data using an algorithm based on Stalker [130je extracted information was then encoded
as markup in the Semantic Web language DAML+OIL, a precuss@WL. The results were used as part of
the ITTALKS system [33].

The Haystack Project has developed system [78] enabling tisérain a browsers to extract Semantic
Web content from HTML documents on the Web. Users providegatas of semantic content by highlighting
them in their browser and then describing their meaning.eG#ized wrappers are then constructed to extract
information and encode the results in RDF. The goal is tonldividual users generate Semantic Web content

from text on web pages of interest to them.
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The On-to-Knowledge project [35] provides an ontologydshsystem for knowledge management. It
uses Ontology-based Inference Layer (OIL) to support fecdption logics (DL) and frame-based systems
over the WWW. OWL itself is an extension derived from OIL andDL. The OntoExtract and OntoWrapper
sub-system in On-to-knowledge were responsible for psiegsunstructured and structured text. These
systems were used to automatically extract ontologies gmigtss them in Semantic Web representations. At
the heat of OntoExtract is an NLP system that process tex@iopn lexical and semantic analysis. Finally,
concepts found in free text are represented as an ontology.

The Cyc project has developed a very large knowledge baserimon sense facts and reasoning ca-
pabilities. Recent efforts [205] include the developmeitomls for automatically annotating documents
and exporting the knowledge in OWL. The authors also higtlibe difficulties in exporting an expressive

representation like CycL into OWL due to lack of equivalenmstructs.

2. OntoSem

Ontological Semantics (OntoSem) is a theory of meaning furablanguage text [162]. The OntoSem envi-
ronmentis a rich and extensive tool for extracting and regméing meaning in a language independent way.
The OntoSem system is used for a number of applications suotaahine translation, question answering,
information extraction and language generation. It is sutgal by aconstructed world modedncoded as
a rich ontology. The Ontology is represented as a directgdliaggraph using 1S-A relations. It contains
about 8000 concepts that have on an average 16 propertiespegpt. At the topmost level the concepts
are: OBJECT, EVENT and PROPERTY.

The OntoSem ontology is expressed in a frame-based repatiserand each of the frames corresponds
to a concept. The concepts are defined using a collectiontftflat could be linked using IS-A relations. A

slot consists of a PROPERTY, FACET and a FILLER.

ONTOLOGY :: = CONCEPT+
CONCEPT = ROOT | OBJECT- OR-EVENT | PROPERTY
SLOT = PROPERTY + FACET + FILLER

A property can be either an attribute, relation or ontololpf. SAn ontology slot is a special type of
property that is used to describe and organize the ontoldgg ontology is closely tied to the lexicon to
make it language independent. There is a lexicon for eadubage and stored “meaning procedures” that

are used to disambiguate word senses and references. Tépiad¢he concepts defined relatively few and
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making the ontology small. Text analysis relies on extenstatic knowledge resources, some of which are

described below:

e The OntoSem language-independent ontology, which cuyreahtains around 8,500 concepts, each
of which is described by an average of 16 properties. Thelagyds populated by concepts that we
expect to be relevant cross-linguistically. The curremeziment was run on a subset of the ontology

containing about 6,000 concepts.

e An OntoSem lexicon whose entries contain syntactic and sgenaformation (linked through vari-
ables) as well as calls for procedural semantic routineswleeessary. The semantic zone of an entry
most frequently refers to ontological concepts, eitheeatly or with property-based modifications,
but can also describe word meaning extra-ontologicallyef@mple, in terms of modality, aspect or
time (see McShane and Nirenburg 2005 for in-depth discassidhe lexicon/ontology connection).
The current English lexicon contains approximately 30,86@ses, including most closed-class items
and many of the most frequent and polysemous verbs, asegigtrbugh corpus analysis. The base

lexicon is expanded at runtime using an inventory of lexfead., derivational-morphological) rules.

An onomasticon, or lexicon of proper names, which contagmaximately 350,000 entries.

A fact repository, which contains remembered instancesitiflogical concepts (e.g., SPEECH-ACT-
3366 is the 3366th instantiation of the concept SPEECH-ACThe memory of a text-processing
agent). The fact repository is not used in the current erpant but will provide valuable semantically-

annotated context information for future experiments.

The OntoSem syntactic-semantic analyzer, which perfommgrpcessing (tokenization, named-entity
and acronym recognition, etc.), morphological, syntaatid semantic analysis, and the creation of

TMRs.

The TMR language, which is the metalanguage for represgteitt meaning.

OntoSem knowledge resources have been acquired by traigatters using a broad variety of efficiency-
enhancing tools graphical editors, enhanced searchtiasjlcapabilities of automatically acquiring knowl-
edge for classes of entities on the basis of manually aadjkinewledge for a single representative of the
class, etc. OntoSems DEKADE environment[138] facilitdteth knowledge acquisition and semi-automatic

creation of gold standard TMRs, which can be also viewed ap demantic text annotation.
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Colin Powell addressed the UN General Assembly yesterday...
He said that President Bush will visit the UN on Thursday.

Figure 17: OntoSem goes through several basic stages iextomya sentence into a text meaning represen-
tation (TMR).

The OntoSem environment takes as input unrestricted tekparforms different syntactic and semantic
processing steps to convert it into a set of Text Meaning &aptations (TMR). The basic steps in pro-
cessing the sentence to extract the meaning representasibow in figure 16. The preprocessor deals with
identifying sentence and word boundaries, part of speegtjirtg, recognition of named entities and dates,
etc. The syntactic analysis phase identifies the variousselevel dependencies and grammatical constructs
of the sentence. The TMR is a representation of the meaninigeofext and is expressed using the vari-
ous concepts defined in the ontology. The TMRs are producedasult of semantic analysis which uses
knowledge sources such as lexicon, onomasticon and faositepy to resolve ambiguities and time ref-
erences. TMRs have been used as the substrate for questiaering [10], machine translation [11] and
knowledge extraction. Once the TMRs are generated, Ont@G&wh converts them to an equivalent OWL
representation.

The learned instances from the text are storedfacarepositorywhich essentially forms the knowledge
base of OntoSem. As an example the senteidde (Colin Powell) asked the UN to authorize the war”
is converted to the TMR shown in Figure 18. A more detaileccdpBon of OntoSem and its features is

available in [163] and [1].
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REQUEST-ACTION-69

AGENT
THEME ACCEPT-70 asked the
BENEFICIARY ORGANIZATION-71 .
SOURCE-ROOT-WORD  ask UN to authorize
TIME (< (FIND-ANCHOR-TIME)) the war.

ACCEPT-70
THEME WAR-73
THEME-OF REQUEST-ACTION-69

SOURCE-ROOT-WORD  authorize

ORGANIZATION-71
HAS-NAME United-Nations
BENEFICIARY-OF REQUEST-ACTION-69
SOURCE-ROOT-WORD UN

HAS-NAME Colin Powell

AGENT-OF REQUEST-ACTION-69

SOURCE-ROOT-WORD he ; reference resolution has been carried out
WAR-73

THEME-OF ACCEPT-70

SOURCE-ROOT-WORD war

Figure 18: OntoSem constructs this text meaning represen{d@ MR) for the sentencéHe (Colin Powell)
asked the UN to authorize the war”
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3. Making RSS Machine Readable

We have develope@ntoSem20OWL [85] as a tool to convert OntoSem’s ontology and TMRs encanéd

to OWL. This enables an agent to use OntoSem’s environmendttact semantic information from natural
language text. Ontology Mapping deals with defining funtithat describe how concepts in one ontology
are related to the concepts in some other ontology [39]. lOgydranslation process converts the sentences
that use the source ontology into their corresponding sgpr&tions in the target ontology. In converting the

OntoSem Ontology to OWL, we are performing the followingkkas

e Translating the OntoSem ontology deals with mapping theasgics of OntoSem into a corresponding

OWL version.
e Once the ontology is translated the sentences that use thiegyare syntactically converted.
¢ In addition OntoSem is also supported by a fact repositorghvis also mapped to OWL.

OntoSem20WL is a rule based translation engine that tale®©titoSem Ontology in its LISP represen-
tation and converts it into its corresponding OWL format.eTbllowing is an example of how a concept

ONTOLOGY-SLOT is described in OntoSem:

(make-frame definition
(is-a (value (conmmon ontol ogy-slot)))
(definition (value (comon "Hunman
readabl e explanation for a concept")))

(domain (sem (comon all))))
Its corresponding OWL representation is:

<owW : Qbj ectProperty rdf:1D="definition">
<rdf s: subPropertyO >
<ow : Obj ect Property rdf: about ="#ont ol ogy-slot"/>
</ rdfs: subPropertyCc >
<rdfs: | abel >
"Hurmman readabl e expl anation for a concept”

</rdfs: | abel >
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case times used| mapped using
1 | total Class/Property make-frame8199 owl:class or owl:ObjectProperty
2 | Definition 8192 rdfs:label
3 | is-arelationship 8189 owl:subClassOf

Table 111..5: Table showing how often each of the Class eslatonstructs are used

<rdfs: domai n>
<owW : 0 ass rdf: about="#all"/>
</ rdf s: domai n>

</ ow : Cbj ect Property>

We will briefly describe how each of the OntoSem features appad into their OWL versions: classes,

properties, facets, attribute ranges and TMRs.

Handling Classes

New concepts are defined in OntoSem usimake-framend related to other concepts usingiarelation.
Each concept may also have a corresponding definition. \Wieertlee system encountersreake-framet
recognizes that this is a new concept being defined. OBJEEV&NT are mapped towl:Classwhile,
PROPERTIES are mappedawl:ObjectProperty ONTOLOGY-SLOTS are special properties that are used
to structure the ontology. These are also mappedicObjectProperty Object definitions are created using
owl:Classand the IS-A relation is mapped usiogl:subClassQf Definition property in OntoSem has the
same function aglfs:labeland is mapped directly. The table IIl..5 shows the usage di ehthese features

in OntoSem.

Handling Properties

Whenever the level 1 parent of a concept is of the type PRORNERE translated toowl:ObjectProperty
Properties can also be linked to other properties using $hA telation. In case of properties, the I1S-A
relation maps to thewl:subPropertyQf Most of the properties also contain the domain and the ralugs.
Domain defines the concepts to which the property can beeapphid the ranges are the concepts that the
property slot of an instance can have as fillers. OntoSem bhsrage converted talfs:domainand ranges are
converted tadfs:range For some of the properties OntoSem also defines inverseg tig INVERSE-OF

relationship. It can be directly mapped to thel:inverseOfelation.
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In case there are multiple concepts defined for a particdarain or range, OntoSem20WL handles it

usingowl:unionOffeature. For example:

(make-frame controls
(domai n
(sem (conmon physi cal - event
physi cal - obj ect
soci al - event
social-role)))
(range (sem (comon actualize
artifact
nat ur al - obj ect
social -role)))
(is-a (value (common relation)))
(inverse (value (conmon controlled-by)))
(definition
(val ue (conmon
"Arelation which relates concepts to

what they can control"))))

is mapped to

<ow : Onj ect Property rdf:1D= "control s">
<rdf s: domai n>
<ow : Cl ass>
<ow : uni onOf rdf: parseType="Col |l ecti on">
<ow : Cl ass rdf: about ="#physi cal -event"/ >
<ow : Cl ass rdf: about ="#physi cal - obj ect"/>
<ow : O ass rdf: about ="#soci al -event"/>
<ow : O ass rdf: about ="#social -role"/>
</ ow : uni onCf >

</ow : O ass>
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case frequency | mapped using
1 | domain 617 rdfs:domain
2 | domain with not facet 16 owl:disjointWith
3 | range 406 rdfs:range
4 | range with not facet | 5 owl:disjointWith
5 | inverse 260 owl:inverseOf

Table IIl..6: Table showing how often each of the Propertsitesl constructs are used

</ rdf s: domai n>
<rdfs:range>
<ow : Cl ass>
<ow : uni onOF rdf: parseType="Col |l ecti on">
<ow : O ass rdf: about ="#actual i ze"/>
<ow : Cl ass rdf:about="#artifact"/>
<ow : Cl ass rdf: about ="#nat ural - obj ect"/ >
<ow : Cl ass rdf:about ="#social-role"/>
</ oW : uni onOf >
</ow : Cl ass>
</ rdfs: range>
<rdfs: subPropertyCf >
<ow : Qbj ect Property rdf:about="#rel ation"/>
</ rdfs: subPropertyc >
<ow :inverseO rdf:resource="#controll ed-by"/>
<rdfs: | abel >
"Arelation which relates concepts to
what they can control"
</rdfs: I abel >

</ ow : Cbj ect Property>

The table 111..6 describes the typical usages of the prgpetated constructs in OntoSem.
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Handling Facets

OntoSem uses facets as a way of restricting the fillers thrabeaised for a particular slot. In OntoSem there
are six facets that are created and onahat is automatically generated. The table I11..7 showddifferent

facets and how often they are used in OntoSem.

e SEMand VALUEThese are the most commonly used facets. OntoSem20OWLdwthdise identically
and are maps them usiogvl:Restrictionon a particular property. Usingwl:Restrictiorwe can locally
restrict the type of values a property can take untie:domainor rdfs:rangewhich specifies how the

property is globally restricted [137].

e RELAXABLE-TOThis facet indicates that the value for the filler can takeriain type. It is a way of
specifying “typical violations”. One way of handling RELAMLE-TO is to add this information in

an annotation and also add this to the classes presentawmitiRestriction

e DEFAULT: OWL provides no clear way of representing defaults, sinaenly supports monotonic
reasoning and this is one of the issues that have been eggrfesguture extensions of OWL language
[81]. These issues need to be further investigated in omeome up with an appropriate equivalent
representation in OWL. One approach is to use rule langu&geSWRL [80] to express such defaults
and exceptions. Another approach would be to elevate fdogtsoperties. This can be done by
combining the property-facet to make a new property. Thusreept of an apple that has a property
color with the default facet value 'red’ could be translated new property in the owl version of the

frame where the property name is color-default and it car laavalue of red.

e DEFAULT-MEASUREThis facet indicates what the typical units of measuremarg for a particular
property. This can be handled by creating a new property ddMieASURING-UNITS or adding this

information as a rule.

e NOT: This facet specifies that certain values are not permittete filler of the slot in which this is

defined.NOT facet can be handled using tbe/l:disjointWithfeature.

e INV: This facet need not be handled since this information esaaly covered using the inverse property

which is mapped towl:inverseOf

Although DEFAULT and DEFAULT-MEASURE provides useful infoation, it can be noticed from I11..7

that relatively they are used less frequently. Hence in seraases, ignoring these facets does not lose a lot
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case frequency | mapped using
1 | value 18217 owl:Restriction
2 | sem 5686 owl:Restriction
3 | relaxable-to 95 annotation
4 | default 350 not handled
5 | default-measure 612 not handled
6 | not 134 owl:disjointWith
7| inv 1941 not required

Table 111..7: Table showing how often each of the facets aexiu

of information.

Handling Attribute Ranges

Certain fillers can also take numerical ranges as valuesinBtance the propertggecan take a numerical
value between 0 and 120 for instance. Additionatly>, <> could also be used in TMRs. Attribute ranges
can be handled using XML Schema [3] in OWL. The following isexxample of how the properggecould

be represented in OWL usingd:restriction

<xsd:restriction base="integer">
<xsd: m nl ncl usi ve val ue="0">
<xsd: maxExcl usi ve val ue="120">

</ xsd:restriction>

Converting Text Meaning Representations

Once the OntoSem ontology is converted into its correspmn@WL representation, we can now translate
the text meaning representations into statements in OWlordier to do this we can use the namespace
defined as the OntoSem ontology and use the correspondingjuisrio create the representation. The TMRs
also contain additional information such as ROOT-WORDS BI@DALITY. These are used to provide
additional details about the TMRs and are added to the atiow¢a In addition TMRSs also contain certain
triggers for 'meaning procedures’ such as TRIGGER-REFERENNd SEEK-SPECIFICATION. These are
actually procedural attachments and hence can not belglirmapped into the corresponding OWL versions.
Sentence:Ohio Congressman Arrives in Jordan

TMR

(COME-1740



(TINE (VALUE ( COMVON ( FI ND- ANCHOR- TI ME) ) ) )
( DESTI NATI ON (VALUE ( COMVON Cl TY- 1740)))
(AGENT (VALUE (COMVON POLI TI Cl AN- 1740)))

( ROOT- WORDS ( VALUE ( COMMON ( ARRI VE) )))
(WORD- NUM ( VALUE ( COMVON 2)))

(1 NSTANCE- OF (VALUE ( COMVON COVE))))

TMR in OWL

<ont osem cone rdf : about =" COVE- 1740" >
<ont osem desti nati on
rdf : resource="#Cl TY-1740"/ >
<ont osem agent
rdf: resource="#POLI TI Cl AN-1740"/ >

</ ont osem cone>

TMR

(POLI TI Cl AN- 1740
( AGENT- OF (VALUE ( COMWON COMVE-1740)))
;; Politician with sonme relation to Chio. A
;; later neaning procedure should try to find
;; that the relation is that he lives there.
( RELATI ON ( VALUE ( COMWON PROVI NCE- 1740)))
( MEMBER- OF ( VALUE ( COMMON CONGRESS)))
( ROOT- WORDS ( VALUE ( COMMON ( CONGRESSMAN) ) ) )
( WORD- NUM ( VALUE (COWVON 1)))

(1 NSTANCE- OF ( VALUE (COMMON PCLITICIAN))))

TMR in OWL

<ontosem politician rdf:about="POLITI Cl AN-1740" >

<ont osem agent - of rdf:resource="#COVE- 140"/ >

<ontosemrel ati on rdf:resour ce="#PROVI NCE- 1740"/ >

56
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<ont osem nenber - of rdf:resource="#congress"/>

</ ontosem politician>
TMR

(Cl TY- 1740
(HAS- NAVE (VALUE ( COMVON " JORDAN')))
( ROOT- WORDS ( VALUE ( COMMON ( JORDAN) ) ))
(WORD- NUM ( VALUE ( COMVON 4)))
( DESTI NATI ON- OF (VALUE ( COMVON COVE- 1740)))

(I NSTANCE- OF (VALUE (COMMON CITY))))
TMR in OWL

<ontosemcity rdf:about="Cl TY-1740">
<ont osem has- nanme>JORDAN</ ont osem has- nanme>
<ont osem desti nati on-of rdf:resource="#COVE-1740"/ >

</ontosemcity>

4. Semantic News Framework

One of the motivations for integrating language understandgents into the Semantic Web is to enable ap-
plications to use the information published in free texhalaith other Semantic Web data. SemNé&{86]
is a semantic news service that monitors different RSS neadsfand provides structured representations of
the meaning of news articles found in them. As new articlggeap SemNews extracts the summary from
the RSS description and processes it with OntoSem. ThetiresTIMR is then converted into OWL. This
enables us teemantacizéhe RSS content and provide live and up-to-date contente8é&mantic Web. The
prototype application also provides a number of interfagbih allow users and agents to query over the
meaning representation of the text as expressed in OWL.

Figure 19 shows the basic architecture of SemNews. The R& fieom different news sources are
aggregated and parsed. These RSS feeds are also rich ihmsédudata such as information on the author,
the date when the article was published, the news categdrtagrinformation. These form the explicit meta-

data that is provided by the publisher. However there isgelportion of the RSS field that is essentially plain

8http://semnews.umbc.edu
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Figure 19: The SemNews application, which serves as a tb&tbeur work, has a simple architecture. RSS
(1) from multiple sources is aggregated and then processtteiOntoSem (2) text processing environment.
This results in the generation of TMRs (3) and updates todherepository (4). The Dekade environment
(5) can be used to edit the ontology and TMRs. OntoSem20Wtd@yerts the ontology and TMRs to their
corresponding OWL versions (7,8). The TMRs are stored ifRibéland triple store (9) and additional triples
inferred by Jena (10). There are also multiple viewers fara®ng and browsing the fact repository and

triple store.
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text and does not contain any semantics in them. It would lgeaatt value if this text available in description
and comment fields for example could bemantacized By using Natural Language Processing (NLP)
tools such as OntoSem we can convert natural language texa istructured representation thereby adding
additional metadata in the RSS fields. Once processed, dngected to its Text Meaning Representation
(TMR). OntoSem also updates its fact repositories to stogértformation found in the sentences processed.
These facts extracted help the system in its future texiyarsafasks.

An optional step of correction of the TMRs could be perfornbgdneans of the Dekade environment
[49]. This is helpful in correcting cases where the analyzee not able to correctly annotate parts of the
sentence. Corrections can be performed at both the syn{@aatessor and the semantic analyzer phase.
The Dekade environment could also be used to edit the Ont@®értogy and lexicons or static knowledge
sources.

As discussed in the previous sections, the meaning in theggiged representations, also known as Text
Meaning Representations (TMR), can be preserved by mapipémng to OWL/RDF. The OWL version of a
document’s TMRs is stored in a Redland-based triple stdimyiag other applications and users to perform
semantic queries over the documents. This enables thematohskr information that would otherwise not
be easy to find using simple keyword based search. The TMRalszendexed by the Swoogle Semantic
Web Search system [43].

The following are some examples of queries that go beyonglsikkeyword searches.

e Conceptually searching for content.Consider the quer$Find all stories that have something to do
with a place and a terrorist activity” Here the goal is to find the content or the story, but esdfntia
by means of using ontological concepts rather than strtegglis. So for example, since we are using
the ontological concepts here, we could actually benefibfresolving different kinds of terror events

such as bombing or hijacking to a terrorist-activity cortcep

e Context based querying. Answering the queryFind all the events in which 'George Bush’ was a
speaker”involves finding the context and relation in which a partisudoncept occurs. Using named
entity recognition alone, one can only find that there is aystdbout a named entity of the type per-
son/human, however it is not directly perceivable as to whb the entity participated in. Since
OntoSem uses deeper semantics, it not only identifies theugagntities but also extracts the relations

in which these entities or instances participate, therebyiging additional contextual information.



60

e Reporting facts. To answer a query lik&Find all politicians who traveled to 'Asia’ requires rea-
soning about people’s roles and geography. Since we arg asiological concepts rather than plain
text and we have certain relations like meronomy/part-o€auad recognize that Colin Powel’s trip to

China will yield an answer.

e Knowledge sharing on the semantic web.Knowledge sharing is critical for agents to reason on
the semantic web. Knowledge can be shared by means of usiagnaan ontology or by defining
mappings between existing ontologies. One of the benefitsiolg a system like SemNews is that
it provides a mechanism for agents to populate various ogie$ with live and updated information.
While FOAF has become a very popular mechanism to describesap's social network, not everyone
on the web has a FOAF description. By linking the FOAF ontgltlgOntoSem’s ontology we could
populate additional information and learn new instance®af:person even though these were not

published explicitly in foaf files but as plain text descrypis in news articles.

The SemNews environment also provides a convenient wayh®users to query and browse the fact
repository and triple store. Figure 21 shows a view thas lise named entities found in the processed news
summaries. Using an ontology viewer the user can navigateigin the news stories conceptually while
viewing the instances that were found. The fact repositapiager provides a way to view the relations
between different instances and see the news stories iy were found. An advanced user may also
query the triple store directly, using RDQL query languagalaown in Figure 22. Additionally the system
can also publish the RSS feed of the query results allowiegsusr agents to easily monitor new answers.
This is a useful way of handling standing queries and findimgsarticles that satisfy a structured query.

Developing SemNews provided a perspective on some of thergkeproblems of integrating a mature
language processing system like OntoSem into a SemantioWatted application. While doing a complete
and faithful translation of knowledge from OntoSem'’s natiweaning representation language into OWL is
not feasible, we found the problems to be manageable inipedorr several reasons.

First, OntoSem’s knowledge representation features tlea¢ wnost problematic for translation are not
used with great frequency. For example, the default valtetaxable range constraints and procedural at-
tachments were used relatively rarely in OntoSem’s oniplothus shortcomings in the OWL version of
OntoSem’s ontology are limited and can be circumscribed.

Second, the goal is not just to support translation betweato®€em and a complete an faithful OWL

version of OntoSem. It is unlikely that most Semantic Webtenhproducers or consumers will use On-
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toSem’s ontology. Rather, we expect common consensusogiesl like FOAF, Dublin Core, and SOUPA

to emerge and be widely used on the Semantic Web. The realigtials to mediate between OntoSem
and a host of such consensus ontologies. We believe that ttagsslations between OWL ontologies will of

necessity be inexact and thus introduce some meaning lastrSo, the translation between OntoSem’s
native representation and the OWL form will not be the onkslpone in the chain.

Third, the SemNews application generates and exports fatter than concepts. The prospective ap-
plications coupling a language understanding agent an8ehgantic Web that we have examined share this
focus on importing and exporting instance level informatido some degree, this obviates many translation
issues, since these mostly occur at the concept level. \Wieilmay not be able to exactly express OntoSem’s
complete concept of a book’s author in the OWL version, wetcamslate the simple instance level assertion
that a known individual is the author of a particular book &umther translate this into the appropriate triple
using the FOAF and Dublin Core RDF ontologies.

Finally, with a focus on importing and exporting instanced assertions of fact, we can require these to
be generated using the native representation and reassystagn. Rather than exporting OntoSem’s concept
definitions and a handful of facts to OWL and then using an OWasoner to derive the additional facts
which follow, we can require OntoSem to precompute all of iblevant facts. Similarly, when importing
information from an OWL representation, the complete madel be generated and just the instances and
assertions translated and imported.

Language understanding agents could not only empower SeEm&ab applications but also create a
space where humans and NLP tools would be able to make usastihgxstructured or semi structured

information available. The following are a few of the examapplication scenarios.

Semantic Annotation and Metadata Generation

The growing popularity of folksonomies and social bookniragkools such as del.icio.us have demonstrated
that light-weight tagging systems are useful and practiddétadata is also available in RSS and ATOM
feeds, while some use the Dublin Core ontology. Some NLP tatidtical tools such as SemTag[42] and the
TAP[176] project aim to generate semantically annotategepdrom already existing documents on the web.
Using OntoSem in the SemNews framework we have been ablentorsrate the potential of large scale
semantic annotation and automatic metadata generatignced=18 shows the graphical representation of the

TMRs, which are also exported in OWL and stored in a tripleesto
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Figure 20: Fact repository explorer for the named entity XMe’. Shows that the entity has a relation
'nationality-of’ with CITIZEN-235. Fact repository expier for the instance CITIZEN-235 shows that the
citizen is an agent-of an ESCAPE-EVENT.

Gathering Instances

Ontologies for the Semantic Web define the concepts and prep¢hat the agents could use. By making
use of these ontologies along with instance data agentserdorm useful reasoning tasks. For example,
an ontology could describe that a country is a subclass obpdajitical entity and that a geopolitical entity
is a subclass of a physical entity. Automatically generatirstance data from natural language text and
populating the ontologies could be an important applicatibsuch technologies. For example, in SemNews
you can not only view the different named entities as showFiguire 21 but also explore the facts found in
different documents about that named entity. As shown invé.could start browsing from an instance of
the entity type 'NATION'’ and explore the various facts thagne found in the text about that entity. Since
OntoSem also handles referential ambiguities, it wouldlide # identify that an instance described in one

document is the same as the instance described in anothamdat.

Provenance and Trust

Provenance involves identifying source of information tradking the history of where the information came
from. Trust is a measure of the degree of confidence one hasdource of information. While these are
somewhat hard to quantify and are a function of a number éérdift parameters, there can be significant
indicators of trust and provenance already present in #tetel could be extracted by the agent. News report
typically describe some of the provenance information dbageother metadata that can effect trust such as
temporal information. This type of information would be ior@ant in applications where agents need to

make decisions based on the validity of certain information
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S - n] NL’ W , Semantically Search and browse teday's news sources updated continuously

I Latest Storles NamedEntities Sart by Alhebalical
Named Entities NATION
NATION
cITY GREAT BRITAIN -550 4 BRITAIN-22 & usa-17 @ PAKISTAN-12 @&
HUMAN
OBJECT IRAG 12 & colLomelA & & RWANDA -5 & MEXiCO -4 @
CORPORATION
LARGE GEOPOLITIGAL-ENTITY,  canaps -z @ SOUTH AFRICA -2 & EGYPT-2 4 NETHERLANDS -2 4
PROVINGE
EONNNEN AL ENTITY, IRaN -2 Tanzawa -2 @ CHILE-2 GREECE-1
STATE S S R e
I Ontology BANGLADESH-1 & supan-1 @ TRINIDAD_AND TOBAGO -1 TaLy -1 @
I Query UNITED KINGDOM-1 € VIETNAM-1 £ ARGENTINA -1 €3 EL EALVADOR-1 4
cosTa Rica-1 @ SURINAME -1 4 AFGHANISTAN -1 € FRANCE -1 @
= SPAIN-1 & Haiti-1 @ GEORGIA-1 & SINGAPORE -1 &
SemNews
RWANDANS -1 & AMERICA-1 & TURKEY -1 & AUSTRALIA-1 &
Alerts
RWANDAN -1 &
About
SemNews
CITY

Figure 21: Various types of named entities can be identifietexplored in SemNews.

Reasoning

While currently reasoning on the Semantic Web is enabledsinguthe ontologies and Semantic Web doc-
uments, there could be potentially vast knowledge presenatural language. It would be useful to build
knowledge bases that could not only reason based on expficitnation available in them, but also use in-
formation extracted form natural language text to augntegit reasoning. One of the implications of using
the information extracted from natural language text irsog@ng applications is that agents on the Semantic
Web would need to reason in presence of inconsistent or ipimannotations as well. Reasoning could be
supported from not just semantic web data and natural layegtet but also based on provenance. Develop-
ing measures for provenance and trust would also help imloherihe degree of confidence that the reasoning

engine may have in the using certain assertions for reagonin
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ICﬂunI" x II raim e " event " Story I

WFIRST HARRY) Courcrorder prevents Patter leak
1 HUMSN-246 INJUMCTION-245 A Canadian court issues an INJUNCTION against HARRY POTTER
ILAST POTTERI )
leaks after the new book mistakenly goes on salke.
Afghanistan’s "hamets' nest’
FIRST ANDREW]
2 HUPRAN4 T8 « " INFORMAFT US tmops TELL ANDREW NORTH how they faught far their lives in a

(LAST NORTH)) skimmish on the Pakistan-Afghan border.
Frosecutors Pobing Mo, Man's Execution (AP]
WIFIRST LARRY) AP - Citing grave concems that Missoun executed an innocent man, a
3 H L Pl hl- 154 I:LASTGRIFFIN%T ACQUIT-183 coalition that includes a congressman, high-profile Bwyers and even the
N victim's family pointed 1o evidence Tuesday that they said could CLEAR
LARRY GRIFFIN's name.

FIRST Bush Honors NCAA Champions, Gets Speeda (AP
4 HUMAN-180 PRESIDENT TRANSFER-OB JECT-182 AP - FRESIDENT BUSH, hanaoring 15 champian college athletic teams
{LAST BUSH Tuesday, RECEIVEd a bewy of gifts in retum, including a surfboand and

a Speedo he playfuly said he won't wear — "in public, that is.”
Rogoe defends Blairover Olvmpic bid (People’s Daily)
HFIRET TQMNY) = " N .
HUM&SN-222 (LAST ELAIRD) ACOUT-223 British premier TONY BLAIR has been CLEARed of acting improperly in
- helping London win the right to host the 2012 Olympics.

w

Figure 22: This SemNews interface shows the results forygtleind all humans and what are they the
beneficiary-of”



Chapter IV.

MINING SOCIAL MEDIA STRUCTURE

Communities are central to online social media systems dddait’s richness and utility. Detecting the
community structure and membership is critical for manyliggfions. The main approach used in analyzing
communities has been through the use of the network steictarthis chapter, we present techniques for
detecting communities that leaverage on the special ptiepeand characteristics of social media datasets.
Many social graphs follow a power law distribution. A few mdattract most of the inlinks. We present a
novel technique that can speed up the community detectimeeps by utilizing this characteristic property
of social media datasets. Many social applications sugplitonomieswhich provide users with the ability

to tag content with free-form descriptive words. We deseah approach that combines the use of network
structre and folksonomy or tag information to compute. Bna this Chapter, we also present an analysis

of communities and user intentions in microblogging comities

A. Approximate Community Detection in Social Media

While many factors can be used to identify communities,\aiad) the network structure has been a key one.
The problem is made difficult by the large size of the undadygraphs, making the algorithms typically used
to identify their communities very expensive. We descriheapproach to reducing the cost by estimating
the community structure from only a small fraction of the@raising basic linear algebra manipulations
and spectral methods. The technique exploits the fact mhaioist Web communities a small fraction of the
members are highly linked while most (the “long tail”) areasgely connected to the network. It has the

advantage of quickly and efficiently finding a reasonableraximation to the community structure of the
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overall network. We also present an intuitive heuristic alnow that it results in good performance at a much
lower costs.

Communities are a central feature of social media systeenbi@gs, social networking sites and online
forums. Communities can form around and are shaped by matyré&aincluding shared interests (knitting),
common values or beliefs (network neutrality), or specifisks or events (ICDE 2009). They add to the
richness and utility of social media and are recognized abthe distinguishing features of these systems.
An important task in analyzing such networked informatioarses is to identify the significant communities
that are formed.

A community in the real world is often reflected in the grappresentation as a group of nodes that
have more links within the set than outside it. In online &#lons, new entities are constantly created
and discovered through Web crawls or creation of new linkengitier a meme tracker that automatically
builds a list of popular posts in different categories likditics, technology, entertainment etc. Enabling
quick classification of newly discovered resources intarthespective communities can help identify the
right category under which a new post should be placed. snghper, we present a simple technique that lets
us quickly approximate the community structure of entitiethe long tail.

Our approach is based on an important assumption that lsecgke-free networks are often very sparse.
In addition they usually have a core-periphery networkdttre [17]. For many social networks and Web
graphs, this has been found to be true [79]. Such networksistaf a small, but high degree set of core nodes
and a very large number of sparsely connected peripherasadd the head plus tail model, the peripheral
nodes are found in the long tail. They can have a number of limio the core network, which is also justified
by the preferential attachment model [5].

The insight behind our technique is that the community stmecof the overall graph is very well repre-
sented in the core, and can be extracted from there alonecdrheunity membership of the long tail can
be approximated by first using the subgraph of the small cag®n to decide what communities exist, and
then analyzing the connections from the long tail to the céigure 23 shows an example of a graph that
consists of a collection of blogs. This is the adjacency matermuted so that the nodes with the highest
degree are at the upper left corner, which forms the coréhfsmietwork. The sub-matriB corresponds to
the links from peripheral nodes to the core, whilas the extremely sparse subgraph of connections among
the peripheral nodes.

In the following sections we describe an approach that taleantage of this sparsity to approximate the
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Figure 23: This adjacency matrix corresponds to a graphddrby 407 blogs monitored over a period of
one year. The matrix is re-permuted so that high degree rergein the upper left corner. Sub-matrix

corresponds to the core of the network whiterepresents links from periphery (or long tail) nodes to rsode
in the core. The graph on the right of the figure shows theidigion of degrees of the nodes in this network.

community structure of the complete matrix

A B

BT C©

of sizeR™*™ by using only a much smallét"** matrix,

A

BT

wherek << n.

1. Related Work

A set of vertices can constitute a community if they are mdosety related to one another than the rest of
the network. Such vertices connect with a higher densitiiwithe group and are very sparsely connected to
the rest of the network [156]. An intuitive measure for thalify of any clustering or community detection
algorithm is the modularity function defined by Newman e{2a89]. The modularity function)), measures
the fraction of all the edges;; that connect within the community to the fraction of edggghat are across

communities. The measuégis defined as
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Q=> (e —a}) (IV..1)

Determining the “best” community structure by finding theioyal modularity value has been shown
to be NP-Hard [47] and is thus not a viable approach for evdéwarks of relatively modest sizes. One
of the earliest works on community detection was by Girvad Blewman [54]. They propose a divisive
algorithm that works by removing edges with high betweeasmestrality. By repeated recalculation of the
edge betweenness and removal of edges the entire netwaekdsngposed into its constituent communities.
Other approaches include optimizing modularity via togadal overlap [172], greedy heuristics [30] and
using efficient update rules for merging clusters duringhtieearchical clustering process [156].

Recently, spectral methods have been applied to commugigction [27] and shown to have a relation
to optimizing the modularity score [158]. Spectral clustgris a method that is based on the analysis of
eigenvectors of a graph or more generally, any similarityrixa It has been used to efficiently cluster
data and partition graphs into communities. Shi and Mal&3]ldeveloped a normalized cut criteria to
find balanced partition of image. Their proposed methodnaigtis the inter-cluster similarity as well as
similarity within clusters. Though it was originally apptl for image segmentation, spectral clustering has
found several applications in graph mining and communitgck®on. A comprehensive survey of spectral
clustering is provided by von Luxburg [201].

Most spectral clustering techniques use either the unriaredsor normalized form of graph Laplacian.
The graph Laplacian is a representation of the similaritgrixéhat has a number of important properties

[65, 149]. The general format of a graph Laplacian is given by
L=D-W (IV..2)
whereW € R™*™ is the similarity matrix (or the adjacency matrix) abds a diagonal matrix represent-
ing the degrees of nodes in the graph. The normalized vefsidhe graph Laplacian is given by:
Lporm =D 2WD™2 (IV..3)

An important property of the graph Laplacian is that the $esaleigenvalue of. is 0 and the smallest
non-zero eigenvalue corresponds to dligeebraic connectivitpf the graph [29]. The vector corresponding to

the second smallest eigenvalue is also knowRiedler vector{29]. The algebraic connectivity of the graph
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is an indicator of how well connected the graph is. The odabgraph can be easily partitioned using only
the sign of the values in the Fiedler vector.

A related method for community detection is using a grapmé&ef181]. A kernel provides a simple
mapping from the original, high dimensional feature spaaeget of correlation scores or similarities between
the data points (in the case of graphs nodes). There are niffangdt formulations of a kernel [189].

Kernel methods have gained popularity in both statisticathine learning and pattern recognition liter-
ature [181]. Recently, they have also been applied to stualyte for applications like Web spam detection
[209], semi-supervised learning [95] and classificatiotirtk analysis [114, 186]. We refer the reader to
Ham et al. [73] for a review of kernel-based methods.

It is worth noting that the Girvan-Newman algorithm [54] ahé kernel-based methods typically require
O(n?) operations. The main bottleneck in the Girvan-Newman étlgoris the computation of all pairs short-
est paths , while in kernel methods it is the calculation ofreerse. A reasonably fast and optimized code
like NCut can approximately calculate a few eigenvectomsgitanczos method. METIS [101] is another
example of a highly scalable graph clustering tool that wdok partitioning the graph by iteratively coars-
ening and refining the communities found. The main diffeegipetween these techniques and our approach
is that all these methods work by using the entire graph andéhkave a high memory and performance re-
quirement. In contrast our algorithm works by utilizing theerent structure of social graphs and effectively

approximates the communities of the entire network by usimy a small portion of the graph.

2. Sampling Based Low Rank Approximations

We present an approach to quickly and approximately find tdmneunity structure in a network by se-
lectively sampling a small subgraph from the whole netwadrke intuition is that scale-free networks are
generally quite sparse and often consist of a core and pyipietwork. Compared to the rest of the network,
the core is relatively small, but dense. The periphery ndidkgo core nodes and there are very few links
among the periphery network.

We start by first discussing an approach that was proposedibgd et al. [45]. Their approach is based
on selectively sampling the columns of the original matoixt proportion to their squared norm. In the blog
graph matrix, the columns representing the nodes in thewidtrelearly be picked up disproportionately in
any such sampling. Drineas’ ideas is to find a rank k approtianao the original matrix by approximating

the top k singular vectors. We describe the applicationisftéchnique to our problem following the descrip-
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tion in Keuchel and Schnorr [83]. First, we permute the exddadjacency matrix according to the degree (as
shown in Figure 1). This makes use of the characteristicttra of social graphs. Permuting the adjacency
matrix based on the degree focusses on the nodes in the absamples of the columns of the adjacency
matrix in a manner that conforms to the constraints imposegd5).

Next, we compute the normalized Laplacian matrix (as dbedrin Equation IV..3) associated with this
graph. Note that since the original adjacency matrix, Wpisrse, L is also sparse. Also, it has the same

(permuted) structure as W. Thus L can be partitioned into $ob-matrices as shown below:

A B

BT C©

such thatd € R¥**, B € RF¥("=k) andC € Rn—k)x(n=k),
Recall that A represents the connectivity between noddssicore, and B the connectivity of the nodes
outside the core to those in the core. Now using singularechtiecomposition (SVD) L can be factorized

into it's singular values and corresponding basis vectors:
n
1 1
L=D"2WD™* =Y pigip] (IV..4)
=1

wherep; are the singular valueg; andp; are the left and right singular vector correspondinglyIfis

a matrix of left orthonormal singular vectors then the beapgroximation of L is given by
L=Qu*QF L (IV..5)

The approximate value fap;, (left largest singular vectors) can be obtained by usingeigenvectors

corresponding to the k largest eigenvalue$'6fx S where the sub-matri§ € R7*° is given by

A
S:

BT

Let w,; be the eigenvectors corresponding khargest eigenvalues of matr” x S. Then the approxi-

mated@;, of the L can be found by
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Figure 24: An illustrative example of sampling based appho&our clusters are randomly generated using
a Gaussian distribution. A few sample points suffice to apipnately reconstruct the original clusters in the
data.

—zs*%fomz ...... k (IV..6)

where); denotes the eigenvalues of the mai$iksS.

Since L is a positive semi-definite matrix, the singular esland singular vectors of L coincide with
its eigenvalues and eigenvectors. This lead§ tcapproximating the k eigenvectors needed for community
detection. A different interpretation of this approactmisérms of the Nystrom method [51] is also presented
in [83].

A simple illustration of the sampling based approximatisrshown in Figure 24. Here four random
clusters are generated using a simple Gaussian distnibuRRBF Kernel is used to compute the pairwise
distance between the points. A few points are randomly sedrfpbm these clusters. Constructing the matrix
S from the RBF kernel gives the distances between the sarpplats (represented by A) and the distance of
the remaining points to the sampled points (B). A few samaltessufficient to approximately reproduce the
original clusters, as can be seen from this example.

Another possible way to approximately calculate commasitihat has been sometimes used in literature)
would be to cluster the singular vectors U obtained usinddiverank approximations of the original large,

sparse matrix A. Given a matrik € ™", its Singular Valued Decoposition is given by
L=UsxoxVT (IV..7)

whereU € R™*™, o ¢ R"*" andVT € R**", Inreal applications, often the matrix L can be approxirdate
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by its reduced rank SVD, with rank << n such that

Ly =Ug*opx VI (IV..8)

In the above equation only k columns of the orthonormal basisorsU andV'” are used along with k
singular values i thereby making it more efficient to compute and store. Tha&ss known agruncated
SVDor reduced rank approximation

Once the (approximate) SVD is known either using Drineagfsreach or using the truncation method,

the data is projected onto the k-dimensional subspace asteoéd.

3. Heuristic Method

We propose another approach that uses the structure of dlgs graph directly. We use the head of the
distribution (i.e. the highly connected nodes) to first find tommunities in the graph. The intuition is that
communities might form around popular nodes. So we can usefahe community detection algorithms to
find the initial communities in a graph that is much smallenrtithe original one. This leaves the problem of
finding the community of the blogs that are not a part of thedh&ne heuristic is to look at the number of
links from a blog to each community as identified from the ®ugag of the nodes in the head, and declare
it to be a member of the community that it most associates bgtlthis measure. We present two such
approaches in this paper. One uses Ncut to find communitig®ihead, and associate nodes in the tail to
a community that it most frequently points to. This heucistan significantly reduce the computation time,
while providing a reasonable approximation to the comnyustitucture that would be found by running the
same Ncut algorithm over the entire graph. Another takescthstering approach of Drineas al., but

projects onto the k-dimensional space formed by the SVD@&tibmatrix A.

4. Evaluation

We first present some empirical results using the intuitiehitbd our technique — namely that a sampling of

the entire graph can still lead to good community extract@onsider Figure 25, which shows a dataset com-
monly used in community detection. Notice that as the foatif the data sampled increases, the community
structure becomes clearer.

For completeness, we compare our results with the norntadime (Ncut) implementation by Shi et al.
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Data C 10% 30% 50% Ncut
Political 4 0.20934 0.39805 0.50373 0.5237
Jazz 4 0.28070 0.41701 0.40382 0.4408

Football 11 0.16842 0.34018 0.45868 0.6020
NEC-Blogs 6 0.18285 0.28374 0.27910 0.2790
E-mail 15 0.29664 0.38588 0.44436 0.5498
PGP 80 0.45331 0.54481 0.57076 0.8605

Table IV..1: By sampling a small portion of the entire adjacency grapteasonable approximation of the community structure can
be recovered at a very small cost. The mean modularity sodtesned over 30 iterations are reported here. The start#sidtion for
all runs was less than 0.1.

[183]. As described before, Ncut algorithm works by reocwgli partitioning the graph according to the

second smallest eigenvector of the graph Laplacian.

Figure 25: The football dataset consists of 115 teams. Aqfagams is linked if they have played a match
against each other. The original matrix and communitiesdidoy sampling at 10%, 30%, 50% and at 80%
are shown in the figure. Observe that as the size of the sampdénik increases, so does the modularity
score. Even at lower sampling, the overall modularity ssare still sufficient to identify some approximate
communities.

The modularity scores give a measure of the goodness otdingtresults. They indicate that the intra-
cluster distances are less than the inter-cluster distaldogever, we wish to verify that the communities
that were found using the original, full matrix and the onest twere approximated are similar. One way
to evaluate two different clustering results is to use theatian of information score [139]. Variation of

information is a measure that describes the agreement otomumunity assignments. The variation of

information between two cluster assignments is defined as

VIC,C) = - %:p(:c, y)logp](f(’y?;) - zzyp(:zr, y)logpl(;z(:;;) (IV..9)

Where X,y are the labels assigned by the two clustering tquka C,C’. It attains a minimum value of zero
when the two cluster assignments are identical and its maxiwalue islog n, where n is the number of
items. Recently, this measure has also been used to evdileatbustness of communities [99].

Table IV..2 summarizes these at different sampling ratasthis experiment we consider the resultant
clusters using the entire matrix and NCut to be the grounti tridrom the table, we can easily observe that

as more columns are sampled, the resulting cluster assigammatch those obtained by performing cuts on



74

Data C 10% 30% 50%
Political 4 0.29984 0.18197 0.06526
Jazz 4 0.26322 0.16326 0.15737
Football 11 0.47134 0.24979 0.15586
NEC-Blogs 6  0.32347 0.30258 0.28075
E-mail 15 0.38634 0.33004 0.30912
PGP 80 0.38987 0.36921 0.3605

Table IV..2: Variation of Information measure for diffetedatasets. The Ncut algorithm run on the entire
matrix is considered to be the ground truth. The variatiomfafrmation is minimized when the two cluster
assignments are in exact agreement and can attain a valugnoivhen there is no agreement.

the entire graph. Thus we can say that the approximatiorsradat are reasonable. Another point to observe
is that the variation of information and modularity scoriesrti Table 1V..1) show similar trends. It would be
interesting to show the exact relation of variation of imi@tion score and modularity function. Intuitively,
modularity is maximized when the cluster assignments giitams within the same community closer to
each other and vice-versa.

In order to evaluate the quality of approximation we use @ lgaph consisting of six thousand nodes.
Figure 28 shows the original sparse matrix permuted usiedéigree of the node to reveal the core-periphery
structure of the graph also shows the communities detedied) the heuristic method. Since there is no
ground truth available, we use the modularity score, Q, asasnre of quality for the resulting communities
found by each of the methods. We also compare the approximetteods with Ncut algorithm using variation
of information score.

Figure 26 shows the performance of Ncut, low-rank SVD, agipnation method and heuristic method
for computing the communities. In the graph SVD stands ferrtink k approximation using the truncated
Singular Value Decomposition for the entire matrix. Apgdroation stands for Drineas’ method. Heuristic
corresponds to our approach of finding the communities uki@gt on the head and approximating the
communities for the long tail. NCut is Shi and Malik’s Norrzald Cut implementation run over the entire
matrix. Since no ground truth is available for this dataet variation of information scores are reported by
comparing the approximations to NCut on the entire matrhe flesults indicate that both the approximation
and heuristic method provide high modularity scores evéovasampling rates (10%-50%). Also, the time
required to compute the communities is comparable or atstiess than that of using Ncut. In addition the
memory requirements are much less since only a small fraofithe entire graph is sampled.

Figure 27 shows the variation of information scores for tifeent methods. The variation of infor-

mation scores measure the quality of the approximation emetpto the communities detected via NCut.
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Figure 26: Modularity scores (left) and computation timeght) for different sampling rates (10% to 50%)
over 50 runs. Bars are in the following order: SVD, Samplirag® Approximation, Heuristic, Ncut.
Interestingly, we find that the heuristic method performyweell. The advantage of the heuristic and sub-
sampling based approximation is that it utilizes a much Emahatrix for computing the communities in
the larger graph. Even at lower sampling rate, the modylacibres obtained are as good as those found by
either performing Ncut on the entire graph or using the reduank approximation. Note however, that the
variation of information using the heuristic is much lowleah most of the other techniques. We suspect that
this is because of the skewed distribution of the links. Modethe long tail are not as useful in distinctly
identifying the communities and can add to noise when dlingausing the entire matrix. Figure 28 shows
the original sparse matrix and its corresponding commustitycture obtained from the heuristic method
while using only 30% of the head nodes for the inital commudétection.

Based on this initial analysis the results look promisingowidver one of the difficulties in evaluation
that remains is the lack of accurate ground truth data. litiaddseveral real world datasets are plagued
with noise and spam [113]. This makes measuring the qudlitiyeoresulting clusters a challenge, and may
require the use of robust clustering techniques.

In terms of running time the complexity of Ncutd¥(nk) where n is the number of nodes in the graph
and Kk is the number of communities. Thus the heuristi©(sk) where r is the number nodes in the head.
On the other hand, the complexity of SVD@¥n?) in general, however reducing a sparse matrix using k
basis vectors typically requires less work. Finally the-sampling based approximation can be efficiently

implemented irO(r?) using the Nystrom Method [51] .
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Figure 27: The Variation of information scores for the welgrs shown in Figure 28 using different ap-
proximation techniques. The mean and standard deviatioesare shown over 10 runs.
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Figure 28: A Webgraph consisting of 6000 blogs (left) is skd@t 30% using the heuristic method. The
resulting 20 communities identified are shown on the righe odularity score was found to be about 0.51
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5. Conclusions

It is challenging to identify and extract communities inyéhe large networks that characterize the online
social media. One way to reduce the scale is to extract onlfpgraph from the entire network. This makes
it easier to analyze a small subset of nodes and relatiomgeatdst of ignoring a very large portion of the
nodes that are outside the core of the network. If we choassuthset carefully, the community structure we
extract from it will be a good approximation for the commurstructure of the entire graph.

Given the power law distribution of most social media comities on the Web, we can focus on the
small head of the distribution when computing the commusiityicture. Once the community structure has
been computed, members from the long tail can be added byesanalysis of their links. The result is a
significant reduction in the overall computational cost.

A key question about this approximation is whether impdriafiormation about the community structure
is lost by ignoring the contribution of the “long tail” of thadistribution. We have applied our approach to a
number of social media datasets with very encouragingt®estiihe increased efficiency of the community
detection algorithm is clear and our preliminary analydab® quality of the detected communities shows it
to be good when compared to using the entire graph. In onguaamk (results of which will be available for

the final version of this paper if accepted) we are conducingre formal evaluation of the approach.
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B. Simultaneous Clustering of Graphs and Folksonomies

This section presents a simple technique for detecting aamitias by utilizing both the link structure and
folksonomy (or tag) information. A simple way to describer @pproach is by defining a community as
a set of nodes in a graph that link more frequently within ges than outside iand they share similar
tags. Our technique is based on the Normalized Cut (NCufrisihgm and can be easily and efficiently
implemented. We validate our method by using a real netwbtiags and tag information obtained from
a social bookmarking site. We also verify our results on atigih network for which we have access to
ground truth cluster information. Our method, Simultaree@Qut (SimCut), has the advantage that it can
group related tags and cluster the nodes simultaneously.

Participants in social media systems like blogs and soe@borking applications tend to cluster around
common topics of interest. An important task in analyzinghsnetworked information sources is to iden-
tify the significant communities that are formed. Commusitare one of the essential elements of social
media and add to their richness and utility. A community ie thal world is often reflected in the graph
representation as a group of nodes that have more linksnittiei set than outside it.

Many social media systems and Web 2.0 applications suppeetfbrm tagging, also known asfalk-
sonomy A typical example of such a system is del.icid,ushere items are bookmarked with descriptive
terms associated with the resource. Analysis of taggintesys has shown the utility of folksonomies in
providing an intuitive way to organize, share and find infation [75]. One approach to group related re-
sources together is by utilizing the tag information. Twolldfbelong to the same cluster if they are tagged
or categorized under similar sets of tags. This approachused by Java et al. [89] for clustering related
blog feeds and to identify the popular feeds for a given topic

Clustering based on tags or folksonomy exclusively migsedrtformation available from the link struc-
ture of the Web graph. On the other hand, partitioning thelgiaased on links exclusively ignores tags and
other user-generated meta data available in most socidbragstems. In this work, we address the problem
of combining both the graph and folksonomy data to obtainifant communities in a social network or a

blog graph. The intuition behind this technique is that a camity is

a set of nodes in a graph that link more frequently within 8esthan outside it and they share

similar tags.

Figure 29 describes the above definition pictorially. Thde®in circles represent entities (URLS, blogs

Ihttp://del.icio.us
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Blogs Tags

- Cluster 1

\‘ - Cluster 2

Figure 29: A community can be defined as a set of nodes in a ghaplink more frequently within this set
than outside it and the set shares similar tags.

or research papers). Such entities often link to each ottaehyperlinks or citations. The square nodes
represent the tag information or any user-generated coassnciated with a given resource. Several entities
can share the same descriptive tags. Our extended definiti@mommunity requires us to find a partition
of the above graph such that it minimizes the number of edgeis doth the entity-entity and the entity-tag
edge set. The Normalized Cut (NCut) algorithm [183] is arcifit technique to find these partitions. Our
method, which is based on the NCut algorithm, can be effigiémplemented and provides a good clustering

of the graph into its constituent communities.

1. Related Work

However, this technique for finding communities reliesriyion the link structure. In social media, there are
a number of additional sources of meta-data informationamtation that can be obtained. Folksonomies
or tags are one form of user-generated meta-data. Thereosaibly exist many more features that can be
additionally used to identify communities. A few exampldgtese are sentiments and link polarity [96],
related Wikipedia entries [194], links to main stream megiias, comments in blog posts, tags used by the
blogger (as opposed to the tags used by readers or in sockirtzoking sites). All these features provide

additional cues and can be potentially useful in communrétection algorithms. However, it is not always
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clear how to integrate these into an unsupervised learngthoal.
A closely related clustering technique is co-clustering] [4Co-clustering works by mapping an x n

term document matrix, A into a bipartite graph. The adjaganatrix of the bipartite graph is represented as

0 C

cT o

where(C;; = 1 if the word j occurs in document It was shown [41] that the optimal clustering can be
found by partitioning the graph represented by M. Howevete tthat in this technique the links between the
document set are never used. In the following section, wied@gdcribe the relation of our methods with the

co-clustering.

2. Clustering of Graph and Tags

Our approach for simultaneously clustering graphs and wagsinspired by the classification constrained
dimensionality reduction method proposed by Costa and B&jcand the co-clustering algorithm proposed
by [41]. The constrained dimensionality reduction techieitries to incorporate the class label information to
represent a high dimensional data into a lower dimensiqreades For example, if the goal was to classify the
collection of documents, using the approach presented IsjaGmd Hero, the known class labels (from the
training data) are incorporated into the dimensionaliduetion step. The algorithm optimizes a cost function
such that the class estimates for the training data is ctofleetfinal cluster center and it also satisfies the
normalized cut criteria. Their approach belongs to a géetass of semi-supervised learning methods.
Following the notations used by Costa and Hero [34]Jlee R™*™ represent the adjacency matrix for
a set ofn nodes. LeC € R™** be a matrix that represents if a node is associated with otteedftag and
0 > 0 be a scaling parameter that regulates which of the two indtion link structure or tags is given more
importance. Then the partitioning of the nodes into comitiemisuch that the membership is determined
based on both the link structure and tags can be found by gleeetctors associated with the matix

, I C
W =

ct pw

The matrix W’ combines information from both the graph and the folksonomige firstk columns

correspond to the entity-tag edges in Figure 29 while thedasolumns represent the entity-entity links.
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Table 1V..3: Table summarizing the statistics for the datadiin this experiment. The first dataset is a paper
citation network while the other is a blog graph network.Bdatasets are comparable in size.

Blog Data
Citeseer Data 1 | Number of Documents 3286
1 | Number of Papers 3312 2 | Number of Tags 3047
2 | Number of Words| 3703 3 | Number of Homepages | 3111
4

Number of stemmed words 10191

Finding a patrtition in the above graph that minimizes the henof edges that are cut, will result in clusters
that have more links within the set than outside it and at&nesstime share similar sets of tags. This satisfies
our extended definition of a community. Also note the relatio co-clustering in the above matrix. If the
parameteps is set to 0, it would lead to the bipartite graph model used hifdd [41]. In our experiments
that follow, we set3 = 1 indicating an equal importance to tag information and grstpincture.

A related technique is the constrained spectral clustapuyoach discussed in Xu et al. [206]. Their
work utilizes the pairwise constraint information that dése if two nodesnust-linkor cannot-link{202]. In

some cases this information can be available from domaiwlatme or directly derived from the data.

3. Dataset Description

The following section presents the experimental resultdvan datasets. One is a network of academic
paper citations and the associated text with these pulolicat This dataset contains six clusters for which
ground truth label information is available. The other datas a blog graph network and the corresponding
folksonomy extracted from a social bookmarking site.

For our experiments, we have used two datasets, summaniZedbie 1V..3. The first dataset is a citation
network of academic publications derived from Citedg#4]. It consists of 3286 papers from six different
categories: Agents, Atrtificial Intelligence (Al), Dataleas(DB), Human Computer Interaction (HCI), In-
formation Retrieval (IR) and Machine Learning (ML). Theegory information was provided in the dataset
along with a binary document-term matrix indicating thegarece or absence of aterm in a given publication.
Since, this dataset has the ground truth for classificationakes it ideal for our experiments. Since we do
not have any folksonomy information associated with thelipabions, we use the words as a substitute for
tag information. Since only a binary term vector for eachutoent is provided in this collection, we use an
Radial Bias Function (RBF) kernek;; = exp(—||z; — z;||*/20~2) to compute the document similarities.

The second dataset is a subset of the Weblogging EcosysWivE) workshop dataset. The original

2http://citeseer.ist.psu.edu/
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dataset consists of about 10M posts from 1M weblogs over a&tkweriod. From the original dataset,
we extracted a subgraph corresponding to the top five thdusih PageRank nodes. Next, for each of
these blogs we fetched the tags associated with its URL ircbels, a social bookmarking tool. We found
3286 blogs that had some tags associated with them in thisrsyd\Ve chose to use the folksonomy from
del.icio.us since it is currently the most popular sociabkmarking tool. As opposed to self-identified tags
specified by the blogger in blog search engines like Techifpr@el.icio.us ranks the most popular tags
associated with a given URL is aggregated over several uddser-generated labels or tag information
provide descriptive meta-data that are helpful in deteimgithe topic or theme of a resource and hence can
be helpful in community detection. In general, we can exteadmethod to use any additional meta-data
such as opinions, machine learned categories, etc. Althboth the datasets contain directed edges, for
our analysis we have convert the graph into an undirectedlankt This was primarily done due to ease of
computation of Normalized Cuts over undirected represemntaf the graph. As future work, we plan to use
directed, weighted normalized cut algorithm [140] that rbaymore applicable for Web graphs and citation
networks.

Finally for the 3286 blogs, the corresponding homepagesgohed versions when available in Google)
were downloaded. There were in all 3111 homepages that waievable. Since this dataset was originally
obtained from a crawl performed in 2005, some of the homepagae non-existent. Using the set of
available homepages, a hundred topics were learned ugrigatent Dirichilet (LDA) model [15]. This was
done primarily as a means for dimensionality reductionvietesly, LDA has been used in clustering blogs

and has been shown to be an effective tool in summarizingefédpics [151].

4. Evaluation

First we present some empirical results using the blog datashe NCut algorithm partitions the graph to
determine a set of communities by using only the link infotiora Once the communities are determined
we would like to identify the tags associated with each oséheommunities. We use a simple approach of
identifying the most frequently occurring tags in a givemmeounity. Table 1V..4 presents the top five tags
associated with 10 communities (out of 35) as identifiedgidiut.

One advantage of using SimCut over NCut algorithm is thaait be effectively used to cluster both

the blogs and the tags simultaneously. Table IV..5 pregbattop five tags associated with 10 communities

Shttp://itechnorati.com
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Table IV..4: Top five tags associated with 10 communitiesitbusing NCut. For each community the most
frequently used tags are shown in this table.

1 | blog, blogs,technology, news, web

blog , poet, tags, browser, sustainability
blog, blogs, news, conspiracy, patterns
blog, blogs, kids, china, parenting

blog, crafts, craft, blogs, crafty
tutorials, graphics, webdesign, design, blags
blog, programming, news, forum, .net
blog, cinema, french, literature, religion
blog, blogs, music, culture, art

blog, knitting, blogs, knitblogs, knitblog

OO B WN

(=Y
o

Table IV..5: Top five tags associated with 10 communitiesitbusing SimCut.
food, cooking, recipes, foodblog, foodblogs
technology, business, web2.0, marketing, advertig
israel, jewish, judaism

christian, religion, philosophy, christianity, church
knitting, knitblogs, knitblog, knit

law, economics, legal, academic, libertarian
blogs, daily, culture, humor, funny

politics, media, liberal, political, progressive
design, web, webdesign, inspiration, css

tech, geek, gadgets, games, computer

[

ng

O O[NP WDN

=
o

(out of 35) as identified using SimCut. Empirically, the tagsociated with the communities form coherent
clusters and can be easily associated with the general thktihhe community.

Next we look at some of the statistics of communities exé@dctsing the two methods discussed. First,
we present results on the citeseer citation network. Gikahthe hand-labeled ground truth information is
available, this dataset has the advantage that the resmltseccompared to the actual communities present
in the graph. Tables IV..6 and IV..7 show the confusion mdtri the two clustering methods. The results
indicate that while the clusters are easily identifiablegSimCut approach, the NCut approach fails to find
the right clusters. In general NCut finds very large pantiidn the graph that are determined by using the
link information alone. The overall accuracy obtained gst#imCut is around 62%.

Figure 30 shows the average cluster similarity for 6 clestatracted using NCut and SimCut algorithms
on the citeseer dataset and the distribution of the commgizes. The similarity scores were obtained by
averaging the inter-document scores obtained from the RBRek over the term document matrix. The

average cluster similarity is computed as follows:

Zdiec,djec’ K(d;, dj)
p

(IV..10)
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Table 1V..6: Confusion matrix for NCut on CiteseBable IV..7: Confusion matrix for SimCut on Citeseer

data giving an overall accuracy of 36% data giving an overall accuracy of 61.7%
NCut SimCut
IR HCI DB Al ML Agents Al IR HCI ML Agents DB
1 461 50 81 29 182 19 1 70 44 22 78 95 166
2 0 2 9 2 0 0 2 4 366 19 24 4 30
3 122 154 186 93 199 82 3 23 49 359 35 29 16
4 45 1 174 22 2 8 4 77 104 15 372 1 25
5 2 0 66 1 44 0 5 62 32 66 60 430 18
6 38 301 251 104 163 487 6 13 73 27 21 24 446

whereK (d;, d;) represents the score from RBF kernel arabrresponds to the number of such comparisons.
Figure 31 depicts the clusters obtained by the two methadisediects the true size of the communities found.

Notice that NCut results provide a few very small commusitighile most communities are large and have

a relatively low average document similarity score. Fip&ligure 32 shows the clusters and sparsity plots
obtained by reordering the original adjacency matrix using cluster labels, NCut Communities and SimCut

communities.

Figure 33 shows the average cluster similarity for 35 chsst&tracted using NCut and SimCut algorithms
for the blog dataset. One difficulty in evaluation for thigalaet is the lack of availability of ariground
truth” information. In order to circumvent this problem we havedige text from the blog homepages as a
substitute. However, one thing to note is that this can bgestitw a lot of noise that is typically contributed by
various elements present on the homepage: navigation neeestising content, blogging platform specific
templates etc [91]. Using the LDA algorithm, text from thenlgpages was mapped to topics vectors. The
scores represented in the figure reflect the average sitieitabietween the topic vectors for each blog.

From the distribution of community sizes we can find that theulNalgorithm results in partitions that
lead to a few large communities and several very small conitiesn This can be explained by the fact that
the NCut algorithm only uses the link information and it dowd have the additional meta-data (via tag
information that is available to the SimCut algorithm). lontparison the SimCut algorithm finds several
communities of moderate sizes. NCut yields several veryismaghtly knit communities of high similarity
and a few large communities of very low similarity.

One benefit of using the SimCut algorithm is that even if a iekd are missed due to crawling or parsing
issues, it can still find the appropriate membership infdiomesince it relies on the additional feature of tags

to compare the two documents. Finally Figure 35 shows thesipalots for the communities found using
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Figure 30: The above graphs show the average cluster sityitard size distributions of the communities
found using NCut and SimCut. The NCut algorithm obtains avery large communities and a large number
of very small ones. In contrast the sizes of the communitaad using SimCut is more balanced.
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Figure 31: 6 Clusters obtained using NCut and SimCut algorion the citeseer dataset. Each square in the
diagonal corresponds to the communities. The shade of tieras|represents the average inter/intra cluster
similarity scores.
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Figure 32: The above sparsity plots show the adjacency xmattiered by a) the true cluster labels b) Com-
munities found by NCut approach and ¢) Communities foundibCsit.

the two techniques. A point to note here is that although ih&C8at criteria does not directly optimize for
the modularity score, it does not degrade it significantlizesi For example in the clustering results shown
in this figure, for 35 communities, the modularity scoresgll8etermined using NCut is 0.4939 and the
corresponding value using SimCut is 0.486. We use 35 contiearsince it resulted in the best modularity
scores over a number of empirical runs.

Given the difficulty and high cost (two to three minutes pergdlof providing human annotation and
judgement for the clustering results, one way to verify teefgrmance of the two algorithms is to use the
topic vectors generated by LDA. We construct a similaritytnma X' € R™*", where n is the number of
documents (blog homepages). We use the NCut algorithm taifg¢he clusters in this document similarity
matrix. If there was no link or tag information availableistvould be the ‘best’ that we can approximate
the ground truth without manually annotating each blog. 1§4dW..9 compares the effect of adding tag
information and varying the number of clusters. In orderdmpare the two clustering techniques, NCut
and SimCut we use the clusters found using the topic vecwitba“ground truth”. Normalized Mutual
Information is used to obtain the distance measure betweetwo clustering results. Mutual information

between two clustering resul, C’ is defined as

p(ci’ C;)

MIC.C) = 3, pleclogs Zosiis

ciec,c;.e()/

(IV..11)

wherep(c;), p(c) are the probabilities that an arbitrary document belongdusterc; andc’; respectively.
The Normalized Mutual Information score is a value betweand1 that represents how close two clustering
results are.

From the results shown in Figures IV..8 and IV..9, we can fimat the normalized mutual information
increases as more tags. For example, the score is highastwuzida35 communities determined using 500

tags, in the case of the blog dataset. However, adding evea tag information does not help. The mutual
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Figure 33: The above graphs show the average cluster sityitard size distributions of the communities
found using NCut and SimCut. The NCut algorithm obtains avery large communities and a large number
of very small ones. In contrast the sizes of the communitaad using SimCut is more balanced.
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Figure 34: 35 Clusters obtained using NCut and SimCut algori Each square in the diagonal corresponds
to the communities. The shade of the squares representgdtaga inter/intra cluster similarity scores.
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Figure 35: The above sparsity graphs show the communitiegifasing the two clustering approaches. The
original graph of 3286 nodes was first partitioned into 35 samities using NCut. Next, by adding the top
500 tags from del.icio.us, a social book marking site, the@it algorithm constrains the partitions such that
a communities also share similar labels or tags, thus iegutt better clustering.

Table 1V..8: Table Summarizing the Normalized Mutual Inf@tion Scores for citeseer dataset as more
words are used in determining the clusters. Values repbeegiare averaged over 10 runs.

SimCut (Number of Words Used)
Clusters| NCut 50 200 500 1000

0.16293| 0.1822  0.31934 0.35692 0.35071
0.16283| 0.18196 0.31921 0.35694 0.35021
0.16443| 0.18106 0.31949 0.35670 0.35042
0.16443| 0.18161 0.31946 0.35665 0.35030
0.16126| 0.17801 0.31942 0.35682 0.35019

OO, WN

information is higher than the clusters found using the tinkph alone.

5. Discussion

The modularity score is a well accepted measure of commutiticture commonly used in the current
literature on this subject. One key question that has be@pia bf much debate recently is that of the
statistical significance of modularity scores.

Statistical significance tests measure if a particularltésan effect of random chance. In some sense,
the modularity score inherently compares the communitgllassignments to that of random graphs with
similar configurations. Modularity score is a measure tlwamgares the fraction of intra-community edges
with that of expected number of edges if the label assigns@ate random. Thus a higher modularity score
indicates that the graph exhibits a stronger communitycire, which is less likely to be expressed by a
random graph with similar number of nodes and edges.

Some authors [69] have recently suggested the use of ztscoreasure if the modularity scores obtained
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Table 1V..9: Table Summarizing the Normalized Mutual Inf@tion Scores for blog dataset as more tag
information is used in determining the clusters. Valuesrtgg here are averaged over 10 runs.

SimCut (Number of Tags Used)
Clusters| NCut 50 200 500 1000
25 0.20691| 0.22720 0.27000 0.27970 0.258}78
30 0.20693| 0.22615 0.27109 0.27978 0.25928
35 0.20901| 0.22521 0.26998 0.2803 0.25791
40 0.20895| 0.22584 0.27208 0.2800 0.25840
45 0.20861| 0.22503 0.27090 0.27938 0.26004
50 0.20986| 0.22767 0.27139 0.27954 0.25633

for a network is sufficiently different and significantly higr from that of random graphs. The approach
requires generating a number of random graphs and comphéngear,. and standard deviation of the

modularity scores of these graphs. The z-score is then didime

Lo @on (IV..12)

Where Q is the modularity score of a given network and z measine number of standard deviations Q
is from the modularity scores of random graphs of similarfignmations. A high value of z score indicates
statistically significant modularity scores.

It has been shown by Karrer et al. [100] that the z-score nredauks the reliability to be used as a
trusted metric of significance test. They show that certaimvorks that exhibit strong community structures
can often have low z-scores, thus making this metric urbliaAccording to Karrer et al., the significance
of communities found by an algorithm can be tested in termsobfistness of the results in presence of
some random perturbations. Intuitively, a good communéedtion technique should not change results if
a few random edges are modified in the network. Thus to medsembustness of a community detection
algorithm, a given network is randomly rewired, one edgetaha, so the new network has similar number of
nodes, edges as the original network. By comparing the camtynstructures found in the rewired network
with that of the original network, a measure of robustness lma determined. Similar to our approach,
the variation of information measure is used to compare lagggnments of the communities found in the
original network with those in the rewired network.

Another promising approach to measure the statisticalifgignce of the results is to consider this as a
sampling problem. Given a community assignment, the geakiempare the distribution of community sizes
and other properties like the power-law degree distrimgiavith those of random graphs. Comparing two

sample distributions drawn from the original network anel dipproximated network using the Kolmogorov-
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Smirnov or D-static measure similar to the approach preskimt Leskovec et al. [122] could be a simple
non-parametric significance measure.

In our work, the goal is to measure the statistical signifteanf the quality of approximation of the
community structure compared to the ground truth or thellesmethod. In SimCut algorithm the goal is
to measure the significance of the communities detected dipgthe extra tag information compared to the
communities found without using any tag information. Thelagability of t-test and other non-parametric

significance tests in such scenarios is currently an opemarels question.

6. Conclusions

Many social media sites allow users to tag resources. Intbi&, we have shown how incorporating folk-
sonomy information in calculating communities can yieldt&eresults. The SimCut algorithm presented
in this chapter is based on the Normalized Cut algorithm ardhe easily extended to include additional
user-generated meta-data (ratings, comments, tags inpblstg, etc). A key advantage of our approach is
that it clusters both the tags and graph simultaneously. ébaienge in community detection algorithms
is that of labeling. Providing the right label that identifithe community is beneficial in visualization and
graph analysis. We are currently investigating how ournégle could be used to provide intuitive labels for

communities. Finally, we are focussing our study on extegdimCut to weighted, directed networks.
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C. Microblogging Communities and Usage

Microblogging is a new form of communication in which useesdribe their current status in short posts
distributed by instant messages, mobile phones, emaileoWtb. We present our observations of the mi-
croblogging phenomena by studying the topological and gaadgcal properties of the social network in
Twitter, one of the most popular microblogging systems. \ivd fhat people use microblogging primarily to
talk about their daily activities and to seek or share infation. We present a taxonomy characterizing the
the underlying intentions users have in making microbloggiosts. By aggregating the apparent intentions
of users in implicit communities extracted from the data,sliew that users with similar intentions connect
with each other.

Microblogging is a variation on blogging in which users wrighort posts to a special blog that are
subsequently distributed to their friends and other olegsrvia text messaging, instant messaging systems,
and email. Microblogging systems first appeared in mid 206 the launch of Twittet and have multiplied
to include many other systems, including J&ikBowncé, and others. These systems are generally seen as
part of the “Web 2.0” wave of applications [64] and are stibking.

Microblogging systems provide a light-weight, easy forntommunication that enables users to broad-
cast and share information about their current activitiesyughts, opinions and status. One of the popular
microblogging platforms is Twitter [169]. According to C&uore, within eight months of its launch, Twit-
ter had about 94,000 users as of April, 2007 [32]. Figure 3%wsha snapshot of the first author’s Twitter
homepage. Updates or posts are made by succinctly descabidls current status through a short message
(known in Twitter as dwee) that is limited to 140 characters. Topics range from ddféy/tb current events,
news stories, and other interests. Instant messaging ga including Gtalk, Yahoo and MSN have features
that allow users to share their current status with friendtheir buddy lists. Microblogging tools facilitate
easily sharing status messages either publicly or withimcéasnetwork.

Microblogging differs from conventional blogging in botlow and why people use it. Compared to
regular blogging, microblogging fulfills a need for a fastéerd more immediate mode of communication.
In constraining posts to be short enough to be carried bygestBMS (Short Message Service) message,
microblogging systems also lower a user’s investment ofithe and thought required to generate the content.

This also makes it feasible to generate the content on thieetinkeypads of mobile phones. The reduced

4http://www.twitter.com
Shttp://www.jaiku.com
Shttp://www.pownce.com
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Figure 36: A Twitter member’s recent microblogging posts ba viewed on the web along with a portion of
the member’s social network. This example shows the pagéhéofirst author with posts talking about his

daily activities, thoughts and experiences.

posting burden encourages more frequent posting — a prbldgger may update her blog every few days

whereas a microblogger might post every few hours. The led/earrier also supports new communication

modes, including what one social media researcher [174] aaibient intimacy.

Ambient intimacy is about being able to keep in touch withpewith a level of regularity and
intimacy that you wouldn't usually have access to, becanse and space conspire to make it

impossible.

While the content of such posts (“I'm having oatmeal withsiaé for breakfast”) might seem trivial and
unimportant, they are valued by friends and family members.

With the recent popularity of microblogging systems likeiffer, it is important to better understandhy
andhowpeople use these tools. Understanding this will help usvevible microblogging idea and improve

both microblogging client and infrastructure software. ta&kle this problem by studying the microblogging
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phenomena and analyzing different types of user intentioaach systems.

Much of research in user intention detection has focusechdenstanding the intent of a search queries.
According to Broder [19], the three main categories of deajaeries are navigational, informational and
transactional. Navigational queries are those that afeqpeed with the intention of reaching a particular site.
Informational queries are used to find resources on the Weth asi articles, explanations etc. Transactional
gueries serve to locate shopping or download sites whetieefuinteractions would take place. According to
this survey, most queries on the Web are informational es@ational in nature. Kang and Kim [97] present
similar results in a study using a TREC data collection.

Understanding the intention for a search query is very difiefrom user intention for content creation.
In a survey of bloggers, Nardi et al. [153] describe diffen@motivations for “why we blog”. Their findings
indicate that blogs are used as a tool to share daily expaE$empinions and commentary. Based on their
interviews, they also describe how bloggers form commesitinline that may support different social groups
in real world. Lento et al. [121] examined the importanceaxfial relationship in determining if users would
remain active users of the Wallop blogging system. A usetisntion and interest in blogging was predicted
by the comments received and continued relationship whiercactive members of the community. Users
who are invited by people with whom they share pre-exitingiaorelationships tend to stay longer and
active in the network. Moreover, certain communities werend to have a greater retention rate due to
existence of such relationships. Mutual awareness in alsoeiwork has been found effective in discovering
communities [128].

In computational linguistics, researchers have studiedptfoblem of recognizing the communicative
intentions that underlie utterances in dialog systems poken language interfaces. The foundations of this
work go back to Austin [7], Stawson [193] and Grice [62]. Gr{B6] and Allen [6] carried out classic studies
in analyzing the dialogues between people and between @aopl computers in cooperative task oriented
environments. More recently, Matsubara [135] has appiigghition recognition to improve the performance
of automobile-based spoken dialog system. While their Wodkises on the analysis of ongoing dialogs
between two agents in a fairly well defined domain, studyigsgruntention in Web-based systems requires
looking at both the content and link structure.

In this section, we describe how users have adopted theehaiticroblogging platform. Microblogging
is relatively nascent, and to the best of our knowledge, mgelacale studies have been done on this form

of communication and information sharing. We study the togical and geographical structure of Twitter’s
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social network and attempt to understand the user intemiod community structure in microblogging. Our
analysis identifies four categories of microblogging itiiem daily chatter, conversations, sharing informa-
tion and reporting news. Furthermore, users play differglies of information source, friends or information
seeker in different communities. We would like to discovératvmakes this environment so different and
what needs are satisfied by such tools. In answering somesé tuestions, we also present a number of

interesting statistical properties of user behavior andrest them with blogging and other social network.

1. Dataset Description

Twitter is currently one of the most popular microbloggirigtforms. Users interact with this system by
either using a Web interface, instant messaging agent dlirsgi$MS messages. Members may choose to
make their updates public or available only to friends. HErsprofile is made public, her updates appear in
a “public timeline” of recent updates and distributed toesthsers designated as friends or followers. The
dataset used in this study was created by monitoring thifigtilmeline for a period of two months, from
April 01, 2007 to May 30, 2007. A set of recent updates werehfed once every 30 seconds. There are a
total of 1,348,543 posts from 76,177 distinct users in tbigection.

When we collected our data, Twitter’s social network inéddwo types of directed links between people:
friend and follower. A Twitter user can “follow” another usahich results in their receiving notifications of
public posts as they are made. Designating a twitter usefraend also results in receiving post notifications,
but indicates a closer relationship. The directed naturkeodi relations means that they can be one-way
or reciprocated. The original motivation for having twoaténships was privacy — a microblogger could
specify the some posts were to be visible only to her friemdkreot to her (mere) followers. After the data
was collected, Twitter changed its framework and elimiddtes distinction, resulting in a single, directed
relationship, follow, and a different mechanism for cotling who is notified about what posts.

By using the Twitter developer APlwe fetched the social network of all users. We constructecttd
graphG(V, E), whereV represents a set of users afidepresents the set of “friend” relations. A directed
edgee exists between two usewsandyv if useru declaress as a friend. There are a total of 87,897 distinct
nodes with 829,053 friend relation between them. There are modes in this graph due to the fact that some
users discovered though the link structure do not have astspturing the duration in which the data was

collected. For each user, we also obtained their profileim&tion and mapped their location to a geographic

"http://twitter.com/help/api
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Figure 37: The graph constructed using the Large Graph Liay@bl) tool. It consists of contacts from
about 25K Twitter users. Notice that there is a link conmagrtwo users if either one has the other as a friend
and hence it is an undirected graph (of about 250K edges).

’

Figure 38: This graph is constructed using only users whaorarteially acquainted. i.e. A knows B and also
B knows A.
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coordinate, details of which are provided in the followiregon.
Next we describe some of the characteristic properties @téwg social network, including its network

topology, geographical distribution and common graph pres.

2. Microblogging Usage
Growth of Twitter

Since Twitter provides a sequential user and post identifiecan estimate the growth rate of Twitter. Figure
39 shows the growth rate for users and Figure 40 shows thetlgrate for posts in this collection. Since, we
do not have access to historical data, we can only obsergeateth for a two month time period. For each
day we identify the maximum values for the user identifier past identifier as provided by the Twitter API.
By observing the change in these values, we can roughly astithe growth of Twitter. It is interesting to
note that even though Twitter launched in mid 2006, it rebégame popular soon after it won the South by
SouthWest (SXSW) conference Web AwardsMarch, 2007. Figure 39 shows the initial growth in users as
a result of interest and publicity that Twitter generatethi conference. After this period, the rate at which
new users are joining the network has declined. Despitddledown, the number of new posts is constantly
growing, approximately doubling every month indicatingeasly base of users generating content.

Following Kolari et al. [109], we use the following definitimf user activity and retention:

Definition. A user is consideredctiveduring a week if he or she has posted at least one post

during that week.

Definition. An active user is consideraédtainedfor the given week, if he or she reposts at least

once in the following X weeks.

Due to the short time period for which the data is availablke the nature of microblogging, we chose as
a value of X as a period of one week when computing user retenkigure 41 shows the user activity and
retention metrics for the duration of the data. About halfhef users are active and of these, half of them
repost in the following week. There is a lower activity reded during the last week of the data due to the

fact that updates from the public timeline are not availdbtéwo days during this period.

8http://2007.sxsw.com/
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Twitter Growth (Users)
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Figure 39: During the time we collected data Twitter was grgwrapidly. This figure shows the maximum

userid observed for each day in the dataset. After an impgaibod of interest around March 2007, the rate at
which new users are joining Twitter slowed.
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Twitter Growth Rate (Posts)
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Figure 40: During the data collection period the number atpincreased at a steady rate even as the rate at
which new users joined slowed. This figure shows the maximosh i observed for each day in the dataset.
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User Activity and Retention
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Figure 41: The number of active and retained users remaaidy €onstant during the time the data was
collected.
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Property Twitter | WWE
Total Nodes 87897 | 143,736
Total Links 829247 | 707,761
Average Degree 18.86 4.924
Indegree Slope -2.4 -2.38
Outdegree Slope -2.4 NA
Degree correlation 0.59 NA
Diameter 6 12
Largest WCC size 81769 | 107,916
Largest SCC size 42900 | 13,393
Clustering Coefficient 0.106 0.0632
Reciprocity 0.58 0.0329

Table IV..10: This table shows the values of standard grégtisscs for the Twitter social network.

Network Properties

The Web, Blogosphere, online social networks and humaraconetworks all belong to a class of “scale-
free networks” [9] and exhibit a “small world phenomenon0f. It has been shown that many properties
including the degree distributions on the Web follow a polaer distribution [117, 20]. Recent studies have
confirmed that some of these properties also hold true foBibgosphere [185].

Table IV..10 describes some of the properties for Twitteosial network. We also compare these prop-
erties with the corresponding values for the Webloggingdgstems Workshop (WWE) collection [16] as
reported by Shi et al. [185]. Their study shows a network \itth degree correlation (also shown in Figure
43) and high reciprocity. This implies that there are a laxgmber of mutual acquaintances in the graph.
New Twitter users often initially join the network on invitan from friends. Further, new friends are added
to the network by browsing through user profiles and addihgoknown acquaintances. High reciprocal
links has also been observed in other online social netwikés ivejournal [125]. Personal communication
and contact network such as cell phone call graphs [152]radse high degree correlation. Figure 42 shows
the cumulative degree distributions [157, 31] of Twittar&twork. It is interesting to note that the slopgs
and~,,; are both approximately -2.4. This value for the power lawament is similar to that found for the
Web (typically -2.1 for indegree [44]) and Blogosphere 3&for the WWE collection).

In terms of the degree distributions, Twitter’s social netkvcan thus be seen as being similar to the Web

and Blogosphere, but in terms of reciprocity and degreeetation it is like a social network [125, 152].
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Indegree Distribution of Twitter Social Network
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Figure 42: The Twitter social network has a power law expoémbout -2.4, which is similar to value
exhibited by the Web and Blogosphere.
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Twitter Social Network Scatter Plot
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Figure 43: This scatter plot shows the correlation betwéenitdegree and outdegree for Twitter users.

A high degree correlation signifies that users who are faldlwy many people also have large number of
friends.

Distribution of Twitter Users Across the World
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Figure 44: Although Twitter was launched in United Statess popular across the world. This map shows
the distribution of Twitter users in our dataset.
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Continent Number of Users
North America 21064
Europe 7442

Asia 6753
Oceania 910
South America 816
Africa 120
Others 78
Unknown 38994

Table IV..11: This table shows the geographical distrinutdf Twitter users, with North America, Europe
and Asia exhibiting the highest adoption.

Geographical Distribution

Twitter provides limited profile information such as nammgdvaphical sketch, timezone and location. For
the 76 thousand users in our collection, slightly over halfoqut 39 thousand) had specified locations that
could be parsed correctly and resolved to their respedtititle and longitudinal coordinates (using the
Yahoo! Geocoding API). Figure 44 and Table 1V..11 show the geographical distidouof Twitter users
and the number of users in each continent. Twitter is mostaopn North America, Europe and Asia
(mainly Japan). Tokyo, New York and San Francisco are thentijes where user adoption of Twitter is
high [84].

Twitter’'s popularity is global and the social network of iisers crosses continental boundaries. By
mapping each user’s latitude and longitude to a continer@tion we can extract the origin and destination
location for every edge. Table IV..12 shows the distributid friendship relations across major continents
represented in the dataset. Oceania is used to represemalfeysNew Zealand and other island nations. A
significant portion (about 45%) of the social network si#lsl within North America. Moreover, there are
more intra-continent links than across continents. Thiissistent with observations that the probability of
friendship between two users is inversely proportionatbéir geographic proximity [125].

Table 1V..13 compares some of the network properties adiesse three continents with most users:
North America, Europe and Asia. For each continent the soetvork is extracted by considering only
the subgraph where both the source and destination of #medghip relation belong to the same continent.
Asian and European communities have a higher degree cioretand reciprocity than their North American
counterparts. Language plays an important role is suclakoeiworks. Many users from Japan and Spanish

speaking world connect with others who speak the same lgieglia general, users in Europe and Asia tend

http://developer.yahoo.com/maps/
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from-to Asia Europe Oceania N.A S.A Africa
Asia 13.45 0.64 0.10 5.97 0.005 0.01
Europe 0.53 9.48 0.25 6.16 0.17 0.02
Oceania 0.13 0.40 0.60 1.92 0.02 0.01
N.A 5.19 5.46 1.23 45.60 0.60 0.10
S.A 0.06 0.26 0.02 0.75 0.62 0.00
Africa 0.01 0.03 0.00 0.11 0.00 0.03

Table 1V..12: This table shows the distribution of Twitteicgl network links across continents. Most of the
social network lies within North America. (N.A = North Amesd, S.A = South America)

Property N.A Europe | Asia

Total Nodes 16,998 | 5201 | 4886
Total Edges 205,197| 42,664 | 60519
Average Degree 24.15 16.42 | 24.77

Degree Correlation 0.62 0.78 0.92
Clustering Coefficient 0.147 0.54 0.18
Percent Reciprocity 62.64 71.62 | 81.40

Table 1V..13: Comparing the social network properties mittontinents shows that Europe and Asia have a
higher reciprocity indicating closer ties in these socetivorks. (N.A = North America)

to have higher reciprocity and clustering coefficient valiretheir corresponding subgraphs.

3. Mining User Intention

Our analysis of user intention uses a two-level approaatrparating both HITS and community detection.
First, we adapt the HITS algorithm [105] to find the hubs antharities in the Twitter social network. An
authority value for a person is the sum of the scaled hub galtiber followers and her hub value is the sum
of the scaled authority values of those she follows. Hubsaanidorities have a mutually reinforcing property
and are defined more formally as follow&:(p) represents the hub value of the pagaend A(p) represents
the authority value of a page

Authority(p) = Z Hub(v)

vES, v—p

And

Hub(p) = Z Authority(u)

ueS,p—u
Table 1V..14 shows a listing of Twitter users with the higheslues as hubs and authorities. From this
list, we can see that some users have high authority scateglao high hub score. For example, Scobleizer,
JasonCalacanis, bloggersblog, and Webtickle who have fadinywers and friends in Twitter are located in

this category. Some users with very high authority scoree helatively low hub score, such as Twitterrific,
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. Key Terms
EM2Lovelngel just273 com:225

work:185 like:172
good:168 going:157
got:152 time:142
live:136 new:133
xbox:125 tinyurl:122
today:121 game:115
playing:115 twitter:109
day:108 lol:10
play:100 halo:100
sFesarix night:90 home:89
getting:88 need:86
think:85 gamerandy:85
11:85 360:84

watching:79 want:78
know:77

Figure 45: One of the user communities we discovered in thédiwdataset is characterized by an interest
in computer games, which is the major topic of the communigyrhers’ posts. As is typical of other topic-
based communities, the members also use Twitter to shareltily activities and experiences.

User Authority User Hub

Scobleizer 0.002354 Webtickle 0.003655
Twitterrific 0.001765 Scobleizer 0.002338
ev 0.001652 dan7 0.002079
JasonCalacanis 0.001557 startupmeme 0.001906
springnet 0.001525 aidg 0.001734
bloggersblog 0.001506 lisaw 0.001701
chrispirillo 0.001503 bhartzer 0.001599
darthvader 0.001367 bloggersblog 0.001559
ambermacarthur 0.001348 JasonCalacanis 0.001534

Table IV..14: This table lists the Twitter users with the topb and authority values computed from our
dataset. Some of the top authorities are also popular bteggep hubs include users like startupmeme and
aidg which are microblogging versions of a blogs and othelb Bies.
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Key Terms
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night:112 tinyurl:97
getting:88 podcast:87
dinner:85 watching:83
isshell23 like:78 mass:78
lunch:72 new:72
1I:70 tomorrow:69
ready:64 twitter:62
working:61 tonight:61
morning:58 need:58
ipearsoniSTE great:58 finished:55
tv:54

Figure 46: Our analysis revealed two Twitter communitiesfirich podcasting was a dominant topic that are
connected by two individuals. The communities differ initogiversity, with the red community having a
narrower focus.
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got:16 know:15 time:15 new:33 time:33 good:33
video:32 leo:30 work:30
like:28 watching:28 tinyurl:28

Figure 47: We identified five communities sharing technolagya dominant topic that are connected by a
single user -Scobleizerwell known as a blogger specializing in technology.
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ev, and springnet. They have many followers while less fiseim Twitter, and thus are located in this

category. Some other users with very high hub scores hastvedl low authority scores, such as dan7,
startupmeme, and aidg. They follow many other users while fess friends instead. Based on this rough
categorization, we can see that user intention can be rpueglggorized into these three types: information
sharing, information seeking, and friendship-wise relaship.

After the hub/authority detection, we identify commurstigithin friendship-wise relationships by only
considering the bidirectional links where two users regach other as friends. A community in a network
can be defined as a group of nodes more densely connectechtothac than to nodes outside the group.
Often communities are topical or based on shared inter&stsonstruct web communities Flake et al. [50]
proposed a method using HITS and maximize flow/minimize outdtect communities. In social network
area, Newman and Girvan [55, 30] proposed a metric calledutadty to measure the strength of the com-
munity structure. The intuition is that a good division ofe@twork into communities is not merely to make
the number of edges running between communities smallerathe number of edges between groups is
smaller than expected. Only if the number of between grogesds significantly lower than what would
be expected purely by chance can we justifiably claim to havad significant community structure. Based
on the modularity measure of the network, optimization athms are proposed to find good divisions of
a network into communities by optimizing the modularity ppessible divisions. Also, this optimization
process can be related to the eigenvectors of matrices. Wowa the above algorithms, each node has to
belong to one community, while in real networks, commusitiien overlap. One person can serve a totally
different functionality in different communities. In anteeme case, one user can serve as the information
source in one community and the information seeker in amath@mmunity.

In this section we describe some specific examples of how aamtias form in Twitter. Communities
are the building blocks of any social network tools. Oftea tommunities that develop are topical or based
on shared interests. A community in a network is a group ofesadore densely connected to each other
than to nodes outside the group. In naturally occurring nete; of course, communities often overlap.

People in friendship communities often know each other.nipted by this intuition, we applied the
Clique Percolation Method (CPM) [166, 40] to find overlagpicommunities in networks. The CPM is
based on the observation that a typical member in a commisiilyked to many other members, but not
necessarily to all other nodes in the same community. In GRBIk-clique-communities are identified by

looking for the unions of all k-cliques that can be reachexnfreach other through a series of adjacent k-
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cligues, where two k-cliques are said to be adjacent if th@yesk-1 nodes. This algorithm is suitable for
detecting the dense communities in the network.

Here we give some specific examples of implicit Twitter comnities and characterize the apparent in-
tentions that their users have in posting. These “communtgntions” can provide insight into why the
communities emerge and the motivations users have in pitiiam Figure 45 illustrates a representative
community with 58 users closely communicating with eacheothrough Twitter service. The key terms
they talk about include work, Xbox, game, and play. It loake lsome users with gaming interests getting
together to discuss the information about certain new prtsdon this topic or sharing gaming experience.

When we go to specific users website, we also find the followipg of conversation.

“BDazzler@Steve519 | don’'t know about the Jap PS3'’s. | thiirdy have region encoding, so
you'd only be able to play Jap games. Euro has no ps2 chip”antiByBlackwolf Playing with
the PS3 firmware update, can’t get WMP11 to share MP4’s and®& won't play WMV's or

AVI's...Fail”

We also noticed that users in this community share with edlolraheir personal feeling and daily life
experiences in addition to comments on “gaming”. Based orstugy of the communities in Twitter dataset,
we observed that this is a representative community in &witetwork: people in one community have certain
common interests and they also share with each other almiuptrsonal feeling and daily experience.
Using the Clique Percolation Method we are able to find howroomities are connected to each other
by overlapping components. Figure 46 illustrates two comities with podcasting interests where the users
GSPNand pcamarataconnect these two communities. In GSPN’s biographic skdtehstates that he is
the producer of th&enerally Speaking Porkiest Netwdtkwhile in pcamarata’s bio, he mentioned he is a
family man, a neurosurgeon, and a podcaster. By lookingeatdp key terms of these two communities,
we can see that the focus of the green community is a littleerdarersified: people occasionally talk about
podcasting, while the topic of the red community is a littlemmfocused. In a sense, the red community is
like a professional community of podcasting while the greea is a informal community about podcasting.
Figure 48 shows two example communities whose members tetadktabout their daily activities and
thoughts. These discussions, while may seem mundane toofnastwill be of interest to close friends and
family members. Itis very similar to keeping in touch witkefids and maintaining regular contact with them

on chat or instant messengers. As pointed out by Reiched{[1his use of microblogging can create a sense

10http://ravenscraft.org/gspn/home
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Figure 48: Analyzing the key terms in these two communitiesasthat their members post updates that
discuss the events of their daily activities.
of awareness and intimacy that transcends the constrdiggmoe and time.

Figure 47 illustrates five communities connectedSnobleizer who is well known as a blogger spe-
cializing in technology. People follow his posts to get teclogy news. People in different communities
share different interests witBcobleizer Specifically, the Twitter user&ndruEdwards Scobleizerdaryn,
anddavidgellerget together to share video related news. CaptSolo et a¢ $@we interests on the topic of
the Semantic WebAdoMaticand others are engineers and have interests focused on rmpmgramming
and related topics.

Figure 46 shows how two seemingly unrelated communitiebeasonnected to each other through a few
weak ties [61]. While Twitter itself does not support any kcipcommunities, structures naturally emerge
in the Twitter social network. Providing an easy way for ssr find others in their implicit communities

might be a useful service for systems like Twitter.
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Figure 49: This graph shows the daily trends for terms “stlaod “friends”. The term “school” is more
frequent during the early week while “friends” take overidgrthe weekend.

Day | Other Days| Total
Frequency of word a b a+b
Frequency of other words c-a d-b c+d-a-b
Total c d c+d

Studying intentions at a community level, we observe usarqgipate in communities that share similar

interests. Individuals may have different intentions ircdring a part these implicit communities. While

some act as information providers, others are merely lgptan new and interesting information. Next, we

analyze aggregate trends across users spread over manyodtias) we can identify certain distinct themes.

Often there are recurring patterns in word usages. Sucérpatimay be observed over a day or a week. For

example Figure 49 shows the trends for the terms “friend$*anhool” in the entire corpus. While school

is of interest during weekdays, the frequency of the frigeds increases during the week and dominates on

the weekends.

The log-likelihood ratio is used to determine terms thatafrsignificant importance for a given day of

the week. Using a technique described by Rayson and Gafsi@ jwe create a contingency table of term

frequencies for each of the day of the week and the remairagg ih the week.
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Monday Heroes Digg Lost Friday Saturday Easter
Weel Como Net VYonnegut Weekend Watching Sunday
DRM Email Mac Meeting Office Might Happy
Emi 24 Wednesday Thursday TGIF Party Watching
Mondays Working MWeeting Idol Wiernes Playing Mother
April Class 74 5b 8d.. Kurt Taonight Ilowie Church
School Tuesdays Lunch Ty Good By Erunch
Sopranos hay Sportsalert Working Here Shopping Family
MNews Meeting Idol Lunch Beer Eeen Dinner
Weelkend Funciona Today Office Go Jaiku Mothers
Start Joost like American 13th Eurovision Playing
Mon Tue Wed Thu Fri Sat Sun

TV Shows Current Event Activity

Figure 50: Distinctive terms for each day of the week rank&dgiLog-likelihood ratio.

Comparing the terms that occur on a given day with the histogof terms for the rest of the week, we

find the most descriptive terms. The log-likelihood scoreaikkulated as follows:

a

LL=2*(a*log(El)—i-b*log(%)) (IV..13)

_ a+b _ a+b
whereFE1l = c o andE2 = d * i

Figure 50 shows the most descriptive terms for each day aféfek. Some of the extracted terms correspond
to recurring events and activities significant for a pattcday of the week for example “school”or “party”.

Other terms are related to current events like “Easter”did|”.

4. Conclusions

This section presents a brief taxonomy of user intentionthénTwitter microblogging community. The
apparent intention of a Twitter post was determined mapumsflthe first author. Each post was read and
categorized. Posts that were highly ambiguous or for wHiehauthor could not make a judgement were
placed in the category UNKNOWN. Based on this analysis wesHaund the following as the main user

intentions in Twitter posts.

¢ Daily Chatter.Most posts on Twitter talk about daily routine or what peagle currently doing. This

is the largest and most common user of Twitter.
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e Conversationsln Twitter, since there is no direct way for people to comnmmnieply to their friend’s
posts, early adopters started using the @ symbol followealdsername for replies. About one eighth
of all posts in the collection contain a conversation ansl finim of communication was used by almost

21% of users in the collection.

e Sharing information/URLsAbout 13% of all the posts in the collection contain some URIthem.
Due to the small character limit of Twitter updates, a URLrétining service like TinyURL! is fre-

guently used to make this feature feasible.

e Reporting news.Many users report latest news or comment about current eenfwitter. Some
automated users or agents post updates like weather reypartsew stories from RSS feeds. This is

an interesting application of Twitter that has evolved duedsy access to the developer API.
Using the link structure, following are the main categonésasers on Twitter:

¢ Information SourceAn Twitter user who is an information source is also a hub aaslanlarge number
of followers. This user may post updates on regular interealinfrequently. Despite infrequent
updates, certain users have a large number of followersaltigetvaluable nature of their updates.
Some of the information sources were also found to be authabls posting news and other useful

information on Twitter.

e Friends.Most relationships fall into this broad category. Thereraeny sub-categories of friendships
on Twitter. For example a user may have friends, family angvodkers on their friend or follower

lists. Sometimes unfamiliar users may also add someonergsd.f

¢ Information SeekerAn information seeker is a person who might post rarely, blibdvs other users

regularly.

Our study has revealed different motivations and utiliGémicroblogging platforms. A single user may
have multiple intentions or may even serve different rohedifferent communities. For example, there may
be posts meant to update your personal network on a holidaygrla post to share an interesting link with
co-workers. Multiple user intentions have led to some ufssgking overwhelmed by microblogging services

[120]. Based on our analysis of user intentions, we belibaé the ability to categorize friends into groups

Uhttp://www.tinyurl.com
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(e.g. family, co-workers) would greatly benefit the adoptid microblogging platforms. In addition features
that could help facilitate conversations and sharing neasidvbe beneficial.

In this study we have analyzed a large social network in a oem bf social media known as microblog-
ging. Such networks were found to have a high degree caoeland reciprocity, indicating close mutual
acquaintances among users. While determining an indiligkex’s intention in using such applications is
challenging, by analyzing the aggregate behavior acrassrumities of users, we can describe the commu-
nity intention. Understanding these intentions and learhowandwhypeople use such tools can be helpful
in improving them and adding new features that would retaomenusers.

We collected two months of data from the Twitter microbloggsystem, including information on users,
their social networks and posts. We identified differenetypf user intentions and studied the community
structures. Our ongoing work includes the development tifraated approaches of detecting user intentions
with related community structures and the design of effidiechniques to extract community structures from

very large social networks [87].



Chapter V.

INFLUENCE AND TRUST

These days Social Media tools like forums, wikis and bloggarticular, are playing a notable role in influ-
encing the buying patterns of consumers. Often a buyer ltml@pinions, user experiences and reviews on
such sources before purchasing a product. Detecting infiderodes and opinion leaders and understand-
ing their role in how people perceive and adopt a product vice provides a powerful tool for marketing,
advertising and business intelligence. This requires rigarithms that build on social network analysis,
community detection and opinion extraction.

In this chapter, we discuss two approaches to deteatihgentialfeeds. The first approach is based on
mining the wisdom of the crowds to measure the importancefekd in a given topic. The idea is that
if a large number of users subscribe to Dailykos, and caiegar under “politics”, for example, then it
is significantly influential about this subject. Aggregafedd readership across several thousands of users
provides sufficient evidence to categorize and rank blogsfaads in various topics. Moreover, it also
provides a means to recommend new feeds based on the siynda new user’s subscriptions to other
users like her.

Research in the area of information propagation was indgisea large body of work in disease and
epidemic propagation. One way of modeling the spread ofsideemes and topics on the blogosphere is
using epidemic propagation. In such models, if a sufficiemttfon of a node’s immediate neighbors have
adopted an idea, the node will alsoib&ctedby this topic. In the second section of this chapter, we discu
how influential nodes can be identified using epidemic prafiag models. These techniques have been
found to be effective in performing analysis at an aggretgtel and to identify key individuals who play

an important role in propagating information. However,uefice on the Web is often a function of topic.
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A blog like Daily Kos that is influential in politics is lesskily to have an impact on the technology related
blogs. Similarly, Techcrunch, an extremely popular tedbgp blog might not be influential when it comes
to politics. We propose the notion of 'topical influence’ amdend existing techniques to make them topic

sensitive.

A. Finding High Quality Feeds

Blogs have become a means by which new ideas and informgtiead rapidly on the Web. They discuss the
latest trends and react to events as they unfold around thd.vRrotocols such as RSS, ATOM and OPML
and services such as Blog search engines and ping serversiaale it much easier to share information on-
line. RSS and ATOM are XML-based file formats used for syntiice Outline Processor Markup Language
(OPML) is a popular XML based format used to share an outlfrtaefeed subscriptions.

Today, the feed infrastructure provided by RSS and ATOM imdpeised to serve a wide variety of
online content, including blogs, wikis, mainstream mediad search results. All support different forms of
syndication. Users can subscribe to feeds using readerasuBloglines, Google Readér News Gatot,
etc. Typically, a user adds a feed in a feed reader when she &aross it (perhaps, by chance) as a reference
on another blog. This is not always the best way to find goodsee

A number of blog search engines and some hand-crafted direstry to provide a high quality index
of feeds. Blog search engines such as Techrforave introduced new features enabling people to find
authoritative feeds on a given topic. The blog finder featuoeks by relying on the author of the blog
to provide the tags. Further it ranks the blogs based on tingbeu of inlinks. These problems make it
insufficient in terms of finding topically authoritative lgs.

Hand-crafted directories have the disadvantage that theypa@sed on the decision of the site creator.
Additionally, there are only a limited set of sites that oaa categorize manually. Recent efforts in tackling
these problems have resultedShare your OPM®, a site where you can upload an OPML feed to share it
with other users. This is a good first step but the servickdstéds not provide the capability of finding good
feeds topically.

An alternative is to search for blogs by querying blog seamgines with generic keywords related to

Ihttp:/iwww.bloglines.com
2http://iwww.google.com/reader
3http://www.newsgator.com
“4http://www.technorati.com
Shttp://share.opml.org/
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the topic. However, blog search engines present resuledbas thefreshness Query results are typically
ranked by a combination of how well the blog post content imegche query and how recent it is. Measures
of the blog’s authority, if they are used, are mostly basedhennumber of inlinks. These factors make it
infeasible to search for new feeds by querying blog seargimes. Moreover, this can sometimes be slightly
misleading since a single post from a popular blogger on apig tnay make him the top-most blog for that
topic, even if his blog has little to do with the given subject

Finding high-quality and topically authoritative feedsna&ins a challenge. In this section, we study the
feed subscriptions of a large sample of Bloglines publidied users. Using this data, we first characterize
the general feed usage patterns. Next, we identify the fdedsre popular for a given topic using folders
names as an approximation for a topic. By merging relatediefsl we can create a more appropriate and
compact set of topics. Finally, we discuss some of the pieéiny results in using this approach in support
of a number of blog-related applications: feed browsinggdfeiecommendations, and searching for influential

blogs in a different dataset.

1. Related Work

Blog hosting tools, search services and Web 2.0 sites suelicis® and del.icio.ushave popularized the use
of tags. Tags provide a simple scheme that helps people iaegand manage their data. Tags across all the
users, collectively, are termed afotksonomy170], a recent term used to describe this type of user-géeer
content. Tags are like keywords used in the META tag of HTMidaf Mathes [134] suggests that there
are two reasons why people may use tags: to classify infeemé&dr themselves or to help a community of
users.

Brooks and Montanez [21] have studied the phenomenon ofgeserated tags to evaluate effectiveness
oftagging. Their study presents an analysis of the 250 megtiently used Technoratitags. Brooks et al. find
that tagging can be helpful for grouping related items tbgebut does not perform as well as text clustering.
A text-based hierarchical clustering was used to groupeaeléags together. We study similar problems,
with the aim of finding important feeds for a topic. By usingatabet that is based on feed subscriptions
rather than text in individual posts, we can group simil@detogether. Another study of a social bookmark
tool, del.ici.ous, by Cattuto et al.[23], presents an asialgf collaborative tagging. Their research indicates

that a common vocabulary emerges across user-generagedndghey also provide a stochastic model that

Shttp://www.flickr.com
http://del.icio.us
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approximates this behavior.

Shen and Wu [182] treat tags as nodes and the presence gblmtdtys for a document as a link between
the tags. According to Shen, the network structure and ptiegef such a graph resemble that of a scale-free
network. In our analysis, we study the different usage amdaiption characteristics of feeds and find that
some of these features also follow a power law distributidhile such distributions would not be surprising
anymore, it is interesting to note that while the total nundfélogs are increasing, the feeds that matter are
actually just a small portion of the Blogosphere.

Guy and Tonkin [70] discuss the issue of cleaning up the tagespTheir study of del.icio.us and Flickr
tags found that a significant number of tags are misspelleser @nforced hierarchies created with tags
separated by special characters accounts for a portioe tdgfspace. The biggest advantage of folksonomies
is that it gives people the flexibility to label content usengy terms that they find appropriate. Enforcing a
set of rules or suggesting tag selection guidelines is helpit not easy to implement. In this paper we
propose an alternative, where variations of tag or foldeneasage can automatically be inferred through
merging related tags. This allows users to continue crgé#tieir own tags, while improving topical relevance
of systems using this information.

An alternative suggested to improve the quality of taggmgutoTagging [146]. Social bookmark tools
like del.icio.us already provide suggestions for taggingRL based on terms used to describe the same
link by other users in the system. AutoTagging is a collatreediltering based recommendation system for
suggesting appropriate tags. The suggested tags are basagsoused for other posts that are similar in
content. This work does not directly address AutoTaggingnmidescribe a similar approach for a slightly
different motivation - finding topically authoritative fée and recommending new feeds based on tag usage
similarity.

Dubinko et al. [46] describe tag visualization techniqugsibing Flickr tags. Their work concentrates
on automatically discovering tags that are most ‘intenggfior a particular time period. By visualizing these
on a timeline they provide a tool for exploring the usage amdigion of tags on Flickr. In this work we take
only a static view of feed subscriptions and folder usageedFibscriptions unlike flickr or technorati tag
clouds evolve rather slowly and hence taking a static viethefdata is not too unrealistic.

Marlow [133] compares blogroll links and permalinks (URLfsspecific blog post) as features to deter-
mine authority and influence on the Blogosphere. The studgests that permalink citations can approxi-

mate influence. Present blog search engines indeed uselipgroigations or inlinks to a blog as a measure



119

Domain Percentage| domain Percentage
blogspot | 24.36 hatena 1.07
livejournal | 3.81 topix 0.89
flickr 2.89 technorati| 0.75
msn 1.73 wretch 0.56
typepad 1.73 exblog 0.54
yahoo 1.71 wordpress| 0.47
xanga 1.43 msdn 0.45
icio 1.24 blogs 0.45
google 1.22 rest 53.60
livedoor 1.10

Table V..1: The distribution of domains in the Bloglinesatsit

of authority. The disadvantage is that such measures do oritwell when the goal is to find authoritative
blogs in a particular topic. In our approach, we treat fold@mes as an approximation of topic and number
of subscribers as an indication of the authority. We find sheh measures are effective in finding topically

authoritative blogs.

2. Dataset Description

Bloglines is a popular feed reader service. Using this toakes it easy to monitor a large number of RSS
feeds. Once a user subscribes to a set of feeds, this seroitikons the subscriptions and allows the user
to view unread posts from their subscribed feeds. The sing@e interface and convenient feed monitoring
ability have made Bloglines an extremely popular feed reaBéoglines provides a feature wherein users
may choose to share their subscriptions. We conduct a stiuthg @ublicly listed OPML feeds from 83,204
users consisting of a total of 2,786,687 subscriptions dEwh96,879 are unique. These are essentially the
“feeds that matter’[119] since they are feeds that people have actually suistio. Table V..1 shows the
distribution of the top domains in the Blogines dataset. drtipular, there are a number of users who sub-
scribe to Web 2.0 sites and dynamically generated RSS fesigostomized queries. It was also interesting
to note that even though Blogspot has had serious splogsi$$68, 110], based on the Bloglines dataset, it
still contributes to a significant portion of the feeds theslly matter on the Blogosphere.

According to Bloglines/Ask in July 2005 there were abouIMillion feeds that really matter, which is
based on the feeds subscribed by all the users on Bloglinesudy of the feeds on Bloglines by McEvoy
[136] in April 2005 showed that there were about 32,415 puslibscribers and their feeds accounted for

1,059,140 public feed subscriptions. We collected sintita of the publicly listed users on Bloglines. From
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Figure 51: The number of subscribers for feeds follows a pdawe distribution.

last year, the number of publicly listed subscribers hadeiased to 83,204 users (2.5 times that of last year)
and there were 1,833,913 listed feeds (1.7 times) on theliB&gysite. Hence, even though the Blogosphere
is almost doubling every six months [188], we found that thenber of feeds thdteally matter” doubles
roughly every year. Inspite of this, popularly subscribedds are still only a small fraction of the entire
Blogosphere. Following is a description of some of the ugsdterns and interesting statistics obtained from
our analysis.

Figure 2. shows the distribution of the number of subscslder 496,879 unique feeds across 83,204
users. This graph indicates a typical power law behavidr afew feeds having a large number of subscribers
while most having a small number of subscribers. The expifehe curve was found to be about-2.1 which
is typical in scale-free systems and WWW [4]. While the pneseof a power law distribution across feed
subscription is expected, it is interesting to observe ¢vah across a large sample of users, the number of
unique feeds subscribed is fairly small in comparison tasBiMlillion blogs on the Blogosphere [188].

Next, we analyzed the number of feeds subscribed per userndimber of subscribers for a feed is an
indication of its authority and influence over its audienigure 52 depicts the distibution of the number of
feeds subscribed across all users. Almost 90% of the useesléss than 100 subscriptions. It is possible
that for most users there is an inherent limit on the amouirifofmation that they can keep track of at any
given time. This limits their attention and hence the nundiéeeds that they typically subscribe to.

Bloglines has a feature by which a user may organize theitsfedo different folders. While only some
(26,2436 or about 35%) of the public subscribers use foldepsovides a user generated categorization of

feeds. Figure 53 shows the histogram of folder usage actiogseas. While the folder organization is not
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Histogram of Number of Feeds Subscribed Across 82K Users
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Figure 52: The Histogram of feeds subscribed per user

a very commonly used feature, most users who do use them halatiaely small number of folders. A
vast majority of users had only one folder - named ‘subsicmst folder created by default for all users.
Almost 90% of users have less than 10 folders and only routfyusers had more than 100 folders. Figure
54 shows a scatter plot of the number of folders comparedaamtimber of feeds subscribed across all
users. Although there is a very high variance, it can be elskirom this graph that as the number of feeds
subscribed increase, users generally organize them iaaggrnumber of folders.

Figure 55 shows the folder usage across all subscripticaxsh Eblder is ranked by the number of distinct
feeds that have been categorized into that particular foltlean be observed that the highly ranked folders
are also those that are used by many subscribers. Thus the patiern suggests a consensus based on a

folksonomy® emerges and a common vocabulary is being used to tag the feeds

8http://en.wikipedia.org/wiki/Folksonomy
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Histogram of Number of Folders Used across 82K Users
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Figure 53: The histogram of folder usage across all users

3. Clustering Related Topics

Folder names can be treated as an approximation of a topidefHeames in Bloglines are used in a way
that is similar to Folksonomies on the web. As shown in Fida6eby aggregating folders across all users,
we can generate a tag cloud that shows the relative popuéarit spread of various topics across Bloglines
users. The tag cloud shown here is based on the top 200 foltert® that the tag cloud contains terms
such as ‘humor’ and 'humour’, etc. These terms represerdti@ns in which different users label feeds. By
merging folder names that afelated’ we can generate a more appropriate and compact represerdéti
the tag cloud. Automatic techniques for inferring concaptdrchies using clustering [179] WordNet [142]
and other statistical methods [58] have been found to beteféein finding relationships between topics.
The following section describes an approach used to melggedfolders together. We were first tempted
to use a morphologicial approach — merging ltth@g and blogs categories, for example. However, we soon
discovered that folders with lexically similar names migbtually represent different categorization needs of
the users. For example, the folder ‘Podcasting’ consisteails that talk about how to podcast and provide
tools. On the other hand ‘Podcasts’ refers to feeds comigiactual podcasts. Other examples include

‘Music’ vs. ‘Musica’ (a topic with Spanish music blogs).
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Distribution of Folders and Number of Feeds Subscribed
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Figure 54: Scatter plot showing the relation between thebrarrof folders and number of feeds subscribed.
Note: This includes the feeds subscribed under the defaldierf labeled ‘Subscriptions’
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Folder Usage Distribution
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Figure 55: Folder usage distribution. The rank of the fold@omputed by the number of distinct feeds that
are categorized under that folder name.



125

Before Merge
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Figure 56: The tag cloud generated from the top 200 Folddadand after merging related folders. The
size of the word is scaled to indicate how many users use tterfoame.
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For each folder we construct a vector containing the feealstthve been categorized under that folder
name and their corresponding counts. At this step we taketbaltop 100 most frequently occurring feeds
per folder. This threshold was heuristically determinedm$ folders, such as ‘friends’, were observed to
consist of a large set of feeds for each of which there are aigndful of subscribers. On the other hand
extremely popular folders like ‘politics’ contained a nuenlof feeds that have many subscribers.

Two cases heed to be considered for computing folder siityildirst is the case where feeds in one folder
may either partially or completely subsume feeds preseamather folder. Complete subsumption indicates
that there is a broader category and the larger folder is g@meral while partial subsumption indicates that
the two categories are related. For example the folder ‘hsuwissumes a number of folders that are more
specific, such as ‘tech news’,'IT news’, ‘general news’, étor detecting the topics, it suffices to put these
into a single category titled ‘news’. To compute subsumptie first find an overlap factor. For all folder

pairs i,j we maintain a score of the overlap of feeds in fojdeith feeds in folder i as follows:

matches
overlap = ———

szzej
Folder similarity can be described in terms of the feeds dnatcontained in the folders. Two folder names
are considered to be similar if they contain similar feedtham. For each pair of folder names we compute

the cosine similarity as follows:

2ok Wik Wik
\/Zk WiQ,k £ Wfk

cos(i,j) =

The weightlV; ;, is determined by a TFIDF score for each feed in the vector.Wiéights are computed using

the following formula:

folderCount
| foldersContaining(feed)|

Wfolder (feed) = freq,folder(feed) * 1Og( )

First we start by ranking the folders based on the number@fsussing the folder. Next we go through this
ranked list and merge related folders together. A loweredrfhlder is merged into a higher ranked folder if
overlap > 6 or cosine > 0. These thresholds were empirically set to 0.4. Setting $imaller values leads
to lowering the criteria for grouping, resulting in feweptos and higher values resulted in fewer groupings

resulting in more topics. Table V..2 shows examples of fiddemes with the corresponding merged folders.
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Folder Merged Folders

comics fun, humor, funny, humour, cartoons, fun stuff, webcomacsnix, comic strips
music mp3, mp3 blogs

politics political, political blogs

design web design, web, web development, webdesign, webdev, etsdew,web standards
programming| development, dev, technical, software development, code

culture miscellaneous, random, misc. , interesting

productivity | gtd, lifehacks, getting things done

Table V..2: Example folders with corresponding merged faiders

http://www.talkingpointsmemo.con
http://www.dailykos.com
http://atrios.blogspot.com
http://www.washingtonmonthly.corj
http://www.wonkette.com
http://instapundit.com
http://www.juancole.com
http://powerlineblog.com
http://americablog.blogspot.com
0 | http://www.crooksandliars.com

P OO~NOULDWNE
=

Table V..3: The Feeds That Matter f@olitics’

Once the merging of related folders is completed, a list efierelevant and authoritaive for a topic
can be created. This task is similar to automatic resourogdation [24] which aims to find authoritative
Web resources by analyzing the link structure. In our apgrage say that a feed is topically relevant and
authoritative if many users have categorized it under thergfolder name. After merging related folders
together, the total number of times each of the feeds appearss all the merged folders is added to obtain
the final ranking. Tables V..4 and V..3 provide examples eflfethat matter for “Photography” and “Politics”

that were found using this technique.

http://wvs.topleftpixel.com
http://blog.flickr.com/flickrblog/
http://www.flickr.com/recentomments.gne
http://www.east3rd.com
http://www.durhamtownship.com
http://www.digitalcamerawebsites.com
http://groundglass.ca/
http://www.photographica.org/
http://chromogenic.net/

0 | http://www.backfocus.info/

P OoO~NOOOT,WDNPER

Table V..4: The Feeds That Matt&hotography’
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4. Applications

The availablility of subscription information provides apportunity to cluster related blogs together based
on how certain blogs are subscribed together by differeatsuas well as how these blogs are grouped or
organized under different folder names. For each ‘topic’oan also derive the list of blogs that are most
widely read. Readership can be a useful metric in measunithgence of blogs for a particular topic [93].
In this section, we present two more use cases where the &dge/lof such subscription information can be

helpful.

Feed Recommender

Folder similarity allows us to compare how related two foldectors are based on the feeds that occur in
them. Feed similarity can be defined in a similar manner: weal$ are similar if they often co-occur under
similar folders. Note that this definition of feed similgriloes not use the textual content of the feed but is
entirely based on the subscription data. This gives us dityaioi compare two feeds and recommend new
feeds that are like a given feed. For each feed there is arfedgdor that maintains a count of the number of

times the feed has been categorized under a folder name.féar @f feeds i,j feed similarity is defined as:

Wi W
cos(i,j) = 2 Wik Wik
\/Zk WiQ,k £ Wfk

The weightW; ;. is determined by a TFIDF score for each folder in the feedore@the weights are computed

using the following formula:

feedCount )
| feedsLabeled( folder)|

Wieed(folder) = freqeea(folder) x log(

The feed similarity measure could be further improved bypg$blder similarity as computed in the previous

section. Two feeds are similar if they occur in similar fal@ather than identical folders).

FTM! Feeds That Matter

FTM!® is a site that was implemented out of a need to find a high guiating or index oftopical blogs
and feeds. This site is based on the Bloglines dataset Hedadri this paper and implements the algorithms

presented here for merging folders and providing recommagms. For example if the user was interested in

http://ftm.umbc.edu/
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Inter and Intra Folder Similarity
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Figure 57: The average text similarity of the top 20 Foldérse chart shows the average similarity for the
top 15 feeds within and across all the folders.

atopic, say photography, she could look at the tag cloud aiukly find feeds that are most often categorized
under the folder name “photography”. Next, the system adlagers to subscribe to the popular feeds directly
in their Bloglines or Yahoo RSS readers. Alternatively, ooeld start a known feed and FTM! would provide
recommendations based on the subscription informatioreeds That Matter” has received a number of
encouraging reviews especially from notable bloggers siscMicropersuatioff and Lifehackel!. FTM!
also has more than 500 bookmarks on delicious and our logsaitedthat there is a steady stream of users

who are actively using this service to find subscribe feedkffarent categories.

5. Evaluation

We evaluate if folder similarity results in grouping reldfeeds together. We do this by comparing the folder
similarity based on co-citations in URL vectors to text darity of text obtained form the homepages of the

feeds.

10http://www.micropersuation.com
Uhttp://www.lifehacker.com
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Figure 57 shows a comparison of average text similarity efi$an the top 20 folders. For all the folders
it was found that the feeds shared a greater similarity withé folder rather than across other folders. While
the scores may seem low, studies on Technorati data by Bf@atékshow cosine similarity of posts sharing
the same tag to be around 0.3. According to their study, whesame posts were clustered using the high
scoring TFIDF terms the average text similarity was aroufid 0

Table 5. shows some of the recommendations for a few blogsféldd recommendations are obtained by
comparing the feeds to find how often they co-occur in the siahder. To evaluate the effectiveness of this
system, we use the text based cosine similarity as a meaShogvaelated the feeds are. We find that many
of the recommended feeds have a high similarity score wighfeled submitted. The best way to evaluate
such a system would be through user studies and human dwaloéthe results. We hope to perform such

a study in the near future.

6. Conclusions

A number of Web applications and services can benefit front afdatuitive, human understandable topic
categories for feeds and blogs. This is especially true itae also have a good 'training’ set of feeds for
each category. We found that public data from the Blogliresise provides the data from which to induce a
set of topic categories and to associate a weighted setds fa&d blogs for each. We have presented a study
of the Bloglines subscribers and have shown how folder namesubscriber counts can be used to fawtls
that matterfor a topic. We have also described it's use in applicatiarchsas feed recommendations and
automatic identification of influential blogs. We have alspiemented FTM!, a prototype site based on the
algorithms described in this paper. This site has receimed@raging reviews from the blogging community

and positive feedback from active users.



http://www.dailykos.com Similarity
http://www.andrewsullivan.com 0.496
http://lwww.talkingpointsmemo.com 0.45
http://atrios.blogspot.com 0.399
http://jameswolcott.com 0.466
http://mediamatters.org 0.262
http://lyglesias.typepad.com/matthew/ 0.285
http://billmon.org/ 0.343
http://digbysblog.blogspot.com 0.555
http://instapundit.com/ 0.397
http://www.washingtonmonthly.com/ 0.446
http://blog.fastcompany.com
http://business2.blogs.com/business2blog | 0.303
http://www.fastcompany.com 0.454
http://sethgodin.typepad.com/sethisg/ 0.374
http://www.ducttapemarketing.com/ 0.028
http://customerevangelists.typepad.com 0.399
http://blog.guykawasaki.com/ 0.441
http://www.tompeters.com 0.457
http://www.paidcontent.org/ 0.351
http://slashdot.org

http://www.techdirt.com/ 0.516
http://www.theregister.co.uk/ 0.1
http://www.geeknewscentral.com/ 0.286
http://www.thelnquirer.net 0.2
http://news.com.com/ 0.24
http://www.kuro5hin.org/ 0.332
http://www.pbs.org/cringely/ 0.087
http://backword.me.uk/ -
http://digg.com/ 0.165
http://www.infoworld.com/news/index.html | 0.203
http://www.yarnharlot.ca/blog/
http://wendyknits.net/ 0.419
http://www.woolflowers.net/ 0.139
http://zeneedle.typepad.com/ 0.383
http://www.keyboardbiologist.net/knitblog/ | 0.297
http://alison.knitsmiths.us/ 0.284
http://knitandtonic.typepad.com/knitandtonig/ 0.542
http://www.crazyauntpurl.com/ 0.521
http://www.lollygirl.com/blog/ 0.4
http://ma2ut.blogspot.com 0.423

Table V..5: Example recommendations for blogs in bold.
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B. Epidemic Based Influence Models

1. Related Work

Research in the area of information propagation was ingiyea large body of work in disease and epidemic
propagation. As described in [68] this model applies wellhea Blogosphere where a blogger may have a
certain level of interest in a topic and is theissceptiblgo talking about it. By discussing the topic he/she
may infectothers and over time mighécover The authors use this approach in characterizing individua
into various phases of a topic in which they are more likehbézomeinfected They model individual
propagation and use an expectation maximization algortthipredict the likelihood of a blogger linking
to another blogger. They also study the different types pfcw present in the dataset and describe an
approach to categorize topics into subtopics. Certairctogrie mor@nfectioushan others and spread through
the social network of bloggers. Automatically predictings topics and developing models to accurately
identify the propagation patterns on the Blogosphere isrtaim focus of this work.

Since bloggers are constantly keeping abreast of the lagsgs and often talk about new trends before
they peak, recent research has focused on extracting ogiaiod identifying buzz from blogs [56]. Gruhl
et al. [67] have found strong correlation between spikedag Inentions to Amazon sales ranks of certain
books. More recently, Lloyd et al. [130] found similar trenfhr named entities in blog mentions and RSS
news feeds.

Blogs are often topical in nature and their link structuresstantly evolve as new topics emerge. Ravi et
al. [116] study the word burst models [106] and communityctire on the Blogosphere [118]. They find a
sustained and rapid increase in the size of the stronglyextiad component on the Blogosphere and explain
that the community structure is due to the tendency of thgd#es to topically interlink with posts on other

blogs.

2. Cascade Models

The link-based analysis in this section is based on the proplbsed by [175] and influence models proposed
by [103, 102]. These models aim to mathematically simullagespread of information in social networks.
Kempe et al. proposed an approximation of the NP-Hard proloieidentifying a set of influential nodes to
target so that we can maximize the number of nodes that avatect or influenced. We use the bakinear

Threshold Modeas proposed by Kempe et al. While the original models welieatdd on citation graphs,



Figure 58: This diagram shows the conversion of a blog grafthan influence graph. A link fromto v
indicates thati is influenced by. The edges in the influence graph are reverse of the blog goapticate
this influence. Multiple edges indicate stronger influerma are weighed higher

which are much smaller, we apply these algorithms on graptigat! from links between blogs. The citation
graphs tend to be much cleaner and some of the techniquessaplo not apply well in the presence of
splogs. We also discuss the applicability of simpler, Pagdibased heuristics for influence models on the
Blogosphere and the web in general.

Bloggers generally tend to follow mainstream media, the Véabl also blog posts from people who may
share similar interests. When an interestimgmeemerges on some site, a blogger may choose to share
it with his audience. Additionally, he may provide more gisis andrackbackto other sources of similar
information. Other readers may comment on this post anceliyecontribute to the conversation. Such
an interactive process leads to the flow of information frame dlogger to another. In approximating this
interaction, we consider the presence of a link from gite sitev as evidence that the sites influenced by
sitev. We consider only outlinks from posts and do not use comnirgkg br trackback links for building the
blog graphs. we take a rather simplistic view in the influemoelels and convert tHeog graphto a directed
influence graph Figure 58 shows a hypothetical blog graph and its corredipgninfluence graph. An
influence graph is a weighted, directed graph with edge wveigldicating how much influence a particular
source node has on its destination. Starting with the inflagmaph we aim to identify a set of nodes to target

a piece of information such that it causes a large numberogfgars to be influenced by the idea.
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Different influence models have been proposed [102, 103.tWb general categories drimear Thresh-
old ModelandCascade ModelWe describe some of these below:
In the basid.inear Threshold Modet¢ach node has a certain threshold for adopting an idea og lo®in-
enced. The node becomes activated if the sum of the weigltite @fctive neighbors exceeds this threshold.
Thus if nodev has threshold, and edge weighit,,,, such that neighbaw influencedv, thenv becomes active

only if

Z bwv Z 9’(}

w active neighbors of v

and
> by <1

Another model is théndependent Cascade Modelwhich a node gets a single chance to activate each of its
neighboring nodes and it succeeds with a probab#fity which is independent of the history.

As described in the above model, we rank each directed edgeéeu, v in the Influence Graptsuch
that the presence of multiple directed edges providesiadditevidence that nodede u influences node v

If Cy., is the number of parallel directed edges fraito v the edge weight

whered,, is the indegree of nodein the influence graph.

Since computing the optimal value of expected size of thaeémfted sety(A), remains an open question,
the algorithm runs the influence propagation model for pseatidom threshold values and computes the
approximate size af (A).

In selecting the order of activation of nodes, the simplasking scheme is one using the number of
inlinks (which corresponds to the outlinks in the influencaa). This represents how many other nodes can
be influenced by activating the selected node. We also exghlBageRank [165] as a heuristic in selecting
the target set.

Finally we compare these heuristics with the greedy hithbling algorithm. In the greedy approach nodes
are incrementally added to the initial activation set withbacktracking. At each time step, the influence
model is run and a node is selected to be added to the initgdttaet. The node is selected such that adding

it to the target set would provide the largest locally optimarease in the size of the influenced node set.
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Other methods such as “distance centrality” based heuasti also widely used in many studies. This
however could not be applied to the blog dataset since cangptite centrality scores over large graphs is

expensive without partitioning or identifying subgraphs.

3. Evaluation

The following section describes some of the experimentsesults.

Weblog Dataset The dataset released by Intelliseek/BlogptiAder the 2006 Weblogging Ecosystems
Workshop consists of posts from about 1.3 million uniquegbloThe data spans over 20 days during the
time period in which there were terrorist attacks in Lond@his time frame witnessed significant activity
in the Blogosphere with a number of posts pertaining to thigect. The link graph that we extracted from
this dataset consists of 1.2 million links among 300K bldgewever it was also observed that Livejournal
13 sites tend to be highly interlinked and hence for the purmdske influence models presented in the fol-
lowing sections, we do not consider blogs from these sitemédusion in the initial activation set. However,
we do not discard the blogs from the link graph.

In addition to the Blogpulse dataset we have used the pyHiatied feed subscriptions from 82,428
users which consisted of 2,786,687 feeds in all, of whichuald®6,893 are unique. Bloglines allows users
to organize their subscriptions in folders. Although on£@ of Bloglines subscribers use this feature, it
provides substantial data to categorize the feeds intereifit topics.

We run the influence models using different heuristics swcRageRank, indegre and greedy algorithm.
In PageRank and indegree the nodes are added to the inigjat &et in the order of their rank. Once a node
is selected, the influence model is run and nodes are adtidaigending on their threshold. The number of
nodes influenced is estimated over multiple iterations.réedy algorithm nodes are incrementally added to
the target set if they locally maximize the size fo the inflaethnode set.

We first eliminate spam blogs from the collection using thgoathm previously described. As seen
from results in the 59, after eliminating splogs, the toputssobtained from the indegree heuristics almost
approximated PageRank. This was also due to the fact that &@86 of the blogs as ranked by PageRank
and indegree match after splog elimination. However, it feasd that the PageRank and greedy heuristics

seem to perform almost the same even after the eliminatisawafhly 103687 nodes which correspond to

Lhttp://www.blogpulse.com
L3http:/llivejournal.com
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Influence models after splog removal
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Figure 59:The graph shows the performance of the indegree and pagéeuniistic after splog elimination. The above results show
the average influence after 10 iterations of each heuristic.

splogs (including failed URLS).

The Greedy heuristic of node selection performs better wtin PageRank or indegree. However one of
the disadvantages of the greedy approach is that it is catipnally quite expensive. PageRank on the other
hand is an iterative algorithm that converges to the prisagenvector of the adjacency matrix. While it is
faster to compute, it requires knowledge of the structutenk$ which might emerge only after the Blogpost

has been read and linked to by other blogs over a period of time

4. ldentifying Leaders using Influence Propagation

Consider a scenario where a user has a few blogs that sheribelssto or is familiar with a couple of

extremely popular blogs for a topic. Now, she wishes to firfieoblogs that are also opinion leaders in
this area. In this section, we present a simple method thbased on an influence propagation model
using linear threshold. In the following section, we use Iy graph data from the 2006 Workshop on

Weblogging Ecosystems (WWE). This dataset consists ofspgiosin about 1.3M blogs and spans over a
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period of 20 days. Using a few authoritative blogs obtaimechfthe Bloglines data, the technique identifies
other topically authoritative blogs.

To propagate influence, starting from the seed set, we udssielinear Threshold ModdtL02, 103] in
which each node has a certain threshold for adopting an ideging influenced. The node becomes activated
if the sum of the weights of the active neighbors exceedslineshold. Thus if node has threshold,, and

edge weighb,,, such that neighbaw influencedv, thenv becomes active only if

Z bwv Z 9’(}

w active neighbors of v

and

> buw <1

As described in Java et al. [93], we consider the presencdif &rom site u to sitev as evidence that
the siteu is influenced bysite v. Using the above model, we rank each directed edge betweem the
Influence Graptsuch that the presence of multiple directed edges providési@nal evidence that node

node u influences node M C,, ,, is the number of parallel directed edges fraito v the edge weight

whered,, is the indegree of nodein the influence graph.

The Identifying Leaders Using Influence Propagation (ILaRjorithm described in Algorithm 3 finds a
set of nodes that are influential for a given topic. As showfigare 60, we start with some seed blogs for a
given topic and induce a set of blogs that are termed afotlosvers Followers are those blogs that are often
influenced by the seed set. The goal is to infer other autiimét blogs odeadersfor the topic. By iterating
the linear threshold influence propagation model over thieeeblog graph, we can find other blogs that are
topically similar to the seed set and are also authoritafite pseudocode of the ILIP Algorithm 3 describes
the various steps involved in identifying topical influetthodes. Starting with a few top ranked feeds from
the Bloglines dataset for the folders ‘Politics’, ‘TeclBysiness’ and ‘Knitting’ we use the ILIP algorithm to

find other leaders in the blog graph. Table V..6 to V..8 shomesof the results.
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Figure 60: Identifying Leaders Using Information Propaga{ILIP): Starting with a few seed blogs on a
topic a set of followers are induced and other leaders fardét are identified using the influence graph.

Algorithm 3 Identifying Leaders Using Influence Propagation (ILIP) &ighm
S «— SeedSet
F — InfluencedFollowersSet
1G — InfluenceGraph
for all 7 such that) < i < max_iterations do
Activate S
forall v € IG do
0, = random score
end for
forall v € IG do
if Zw active neighbors of v bwv 2 9” then
Activate v
add v toF;
end if
end for
end for
F=F U ‘Fi-ﬁ-l U -+ Frax_iterations
for all & has inlinks toF" do
o;. = outlink count of k
ni, = number of nodes linked from k to F
leader_score = & « log(ox)
end for




Seed Blogs

http://www.dailykos.com
http://www.talkingpointsmemo.com

Top Leader Blogs

http://www.huffingtonpost.com/theblog
http://americablog.blogspot.com
http://thinkprogress.org
http://www.tpmcafe.com
http://www.crooksandliars.com
http://atrios.blogspot.com
http://www.washingtonmonthly.com
http://billmon.org
http://www.juancole.com
http://capitolbuzz.blogspot.com
http://instapundit.com
http://www.opinionjournal.com
http://digbysblog.blogspot.com
http://michellemalkin.com
http://www.powerlineblog.com
http://theleftcoaster.com
http://www.andrewsullivan.com
http://www.thismodernworld.com

Table V..6: Leaders found using ILIP for topRolitics’

Seed Blogs

http://slashdot.org
http://www.kuro5hin.org

Top Leader Blogs

http://www.boingboing.net
http://www.engadget.com
http://www.metafilter.com
http://www.c10n.info
http://www.makezine.com/blog
http://radio.weblogs.com/0001011
http://mnm.uib.es/gallir
http://www.mozillazine.org
http://weblogs.mozillazine.org/asa
http://www.gizmodo.com

Table V..7: Leaders found using ILIP for topitechnology’
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Seed Blogs
http://www.yarnharlot.ca/blog
http://wendyknits.net

Top Leader Blogs
http://booshay.blogspot.com
http://mamacate.typepad.com/mamacate
http://www.thejonblog.com/knit
http://alison.knitsmiths.us
http://www.dioramarama.com/kmel
http://knittersofdoom.blogspirit.com
http://tonigirl.blogdrive.com
http://www.crazyauntpurl.com
http://www.januaryone.com
http://nathaniaapple.typepad.com/kaitilt_stitch
http://www.knittygritty.net
http://www.katwithak.com
http://www.myblog.de/evelynsbreiwerk
http://nepenthe.blog-city.com
http://zardra.blogspot.com

Table V..8: The Leaders found using ILIP for togkmitting’

5. Conclusions

We have presented how simple epidemic propagation basegtti® models can be enhanced by using a
few examples or seed nodes from which the propagation sté@ifte Identifying Leaders Using Influence
Propagation (ILIP) algorithm works by propagating the iaflae from the seed nodes to it's neighbors in
iterative steps, akin to a random walk process. We find thatrttechanism leads to the discovery of a
topically set of blogs that follow the seed sets, but alsd itha capable of finding other related, influential
blogs based on the co-citation information from the follose&t. This techneque has applications in influence

prediction, recommendation and viral marketing.



Chapter VI.

CONCLUSIONS

In this dissertation, we have presented a framework foryaivad social media content and structure. Social
media tools and user generated content is changing how weaficdss and share information. At the same
time the easy availability of large, social data makes isfiie for computer scientists and social scientists to
pose research questions on the scale that was never pasailiée. This however, requires us to rethink the
approaches to algorithmic analysis of Web data. Social coimgrequires developing a broad range of tools
and paradigms that are more applicable for working with siatia. The work presented in this dissertation
focuses on two key aspects: analyzing social media contehaaalyzing social media structure.

In the thesis statement we stated that an effective unalisipgand modeling of interactions and commu-
nication behavior in social media is enabled through thelined analysis of its special properties, structure
and content. The direct contribution of this work is in thevelepment of new tools for analyzing social
media content and detecting communities in social grapihsgloing so our algorithms and techniques take
advantage of the special properties of social media.

First, we explored extracting semantic information fromSR8reams and news feeds. The goal was
to create a structured representation of unstructured #sithough understanding natural language text is
a difficult problem, we find that in a restricted domain (sushnaws stories), it is possible to effectively
construct the text meaning representation of the news suynriide main contribution of this work is to
demonstrate the feasibility of extracting knowledge frogeftext and constructing semantic fact repositories
that can be used to perform structured queries over naaurgliage text.

Next, we describe how opinions and sentiments are idenfifaad social media content. We describe

BlogVox, a system built to index, retrieve and rank opinions given query term. In developing the BlogVox
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system, we describe some of the challenges in processigg smale blog corpora. We developed novel
techniques for dealing with spam and focusing on the comktfite blog post (as opposed to the navigation
and advertising content). We evaluate the effectivenesamiethods in the settings of the TREC blog track.
The significant contribution of this work is the developmehtlata cleaning methods in social media and
multiple scoring mechanisms for ranking opinions on theybkphere.

The second section of this dissertation concentrates arotmenunity extraction component of the thesis
statement. Communities are what makes social media egaitidl identifying it's structure and content is
a significant challenge. Here, we highlight the importantasing the additional meta-data that tags and
folksonomies provide in social media. The tags are an additiway to constrain the grouping of related
blogs. Thus we extend the definition of a community and dbedtias a set of nodes that are more closely
linked to each other than the rest of the network and sharermanom set of descriptive tags. We show that
this extended definition of a community is useful particiylavhen working with social graphs and yields
improved community structures.

Extracting communities from large graphs is computatign@kpensive and many algorithms do not
scale well to the size of social media datasets. We descrilmv@l algorithm to detect communities based
on a sampling approach. Many social graphs have a power lstwhdition and it is possible to identify
the broad community structure of the network by analyzirglihk structure of the dense, core region of
the graph and approximating the membership of the remaimiries by analyzing the links into the core
region. This surprisingly simple, yet intuitive approaotcbmmunity detection performs well and has a low
computational and memory overhead.

Techniques developed in this thesis has been applied toadeeal world datasets. In particular, we
explore the community structure and content of microbloggiOurs is the first study in the literature that
provides an in-depth analysis of microblogging phenomesmmh describes a taxonomy of user intentions
in such environments. The BlogVox system and the influenceaisadescribed in this thesis made use of
the TREC blog collection, which is a large dataset of over\illon posts. We address several challenges
in dealing with such large scale datasets. Finally, we desalustering algorithms for mining blog feed
subscriptions across of over 83K users. The results of oallysis have provided deeper insights into the
feed subscription patterns and usage. Moreover, we showshbscription information can be applied to the
feed distillation task and provides an intuitive way to gudilogs and identify theFeeds That Mattérfor

various topics.
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A. Discussion

The broader impact of this work is to understand online, hum@mmunications and study how various
elements of social media tools and platforms facilitate gual. Our study spans a period of three years and
is a snapshot into the World Wide Web'’s changing landscapmes&¥ the emergence of social media and it's
mainstream adoption as a key factor that has brought abastiastial change in how we interact with each
other.

Through this study we have found that blogs are an importamiponent of social media. The ease of
publishing and ability to freely express thoughts, opisiand comments provided by blogs is unprecedented.
The study of opinions as expressed through blogs gives wesaifrto the collective minds of a demographic,
geographic region or even a generation. It's impacts haea lielt on the success or failure of products,
political campaigns as well as social change. While undadihg natural language text remains the ultimate
Al challenge, we are slowly getting closer to it every daytsRif information, sentiments and the meaning
expressed in the text can be gleaned by both semantic areittignirocessing.

Communities are the basis of organization in human societyvee see a reflection of our offline asso-
ciations in our online interactions. The social web infrasture is built on facilitating interactions between
individuals who share similar interests. Communities gyaghrough our shared actions (like use of similar
tags, rating videos or subscribing to feeds), by explinitilng (via blogs, adding friends to the social graphs
and through trackbacks from comments) and by implicit badrgiike expressing interest in a topic, clicking
through results from a search engine or clicking online .adsholistic approach to community detection
needs to consider the multiple dimensions of our onlinegres. While this study takes an initial step in
this direction, it presents novel algorithms that make Ussooial context like tags or the long tail distribu-
tion of links and attention on the Web. These techniquesgptesl here enhance the existing approaches to
community extraction by integrating the meta-data, whichseful in describing communities.

Throughout our study of social media datasets, our goal$ban to understand social behavior. The
advent of microblogging provided an interesting oppoitymd study this new trend itself, and the user
intentions in this specific setting. The study of Twitter, @rmblogging environment through the collective
analysis of the content of updates made and the social netexealed several interesting properties. We find
that people use microblogging to talk about their daily\aiiéis and to seek or share information. Studying
the user intentions associated at a community level showdsens with similar intentions connect with each

other.
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As the number of blogs online are increasing, it is becomieggasingly difficult to find relevant feeds to
subscribe to. In an effort to address this problem, we desaireadership-based approach to group related
feeds and rank feeds for different topics. While this wasdtiginal motivation for our work, it revealed
some fascinating cues into the subscription patterns afje leollection of users. For example, about 35% of
users organize their feeds in folders and although userstinaye a varied set of descriptive terms for a feed,
a common consensus emerges. A large fraction of users #hbsoress than 30 feeds and as the number
of feeds subscribed increase, there is a greater need faniaegion and more folders are used to categorize
them. We also describe how such a system can be applied fbréeemmendation task where a user can be

recommended new feed to subscribe based on her currentigtioss.

B. Future Work and Open Problems

The growth of social media sites and it's varied applicatiés engaging a wider range of audience and
demographics. A significant share of our attention is attihby social networking sites, photo and video
sharing applications and social bookmarks sites, amony iotders.

In this study we have analyzed a shard of our online act&/ihie these social media sites. It also leads
us to some challenging new questions and open problemsdBrdaese can be identified under four main

categories:

e Content AnalysisOpen domain, natural language processing of free-formrugtsired, text remains
challenging. Content on the blogosphere adds to the layeomplexity. While some problems and
data cleaning approaches are addressed in this work, treeeermumber of challenges in dealing with
blog datasets. For example, due to the informal nature ¢finexlogs, slangs, neologisms and other
constructs are quite common. However, most NLP tools finifficdlt to process these types of inputs.

This impacts the performance of opinion retrieval and othsks.

e Temporal Analysis The algorithms presented in this thesis mainly analyzécstmaphs. However,
most social datasets have a temporal aspect to them. Minolgieg, temporal graph data for com-
munity structure, trend detection, topic evolution andaapt drift is a new field of research that has

many interesting applications.

e Community Analysis Our approach takes a simplistic view of a community. In thafirdtion, a com-

munity is a set of nodes that have more links to each otherttiearest of the network. However, in the
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real world there can be many ways to define what constitutesramunity. For example, users who
view similar videos on YouTube might form a community andpledelonging to the same geograph-
ical area might be another community, etc. Many communiteat®n algorithms work only in one

dimension (usually, relying on link information alone) anémbership is often exclusive. Discovering
partial membership and multi-dimensional communitiesdbalenging problem and something worth

investigating further.

Blog Search ImplicationsWhen searching for information on a blog search engine wmerften
looking for relevant information on recent events. Resuoi@y be ranked by a factor of recency,
relevance and authority. It is an open question as to whaharparameters to combine these factors
effectively. Further, queries to blog search engines ardenta either search for content in the post
or for finding relevant feeds. This requires research into tifferent strategies for ranking blog
information. Another interesting question that ariseshwéspect to blog search is index quality and
freshness. It is important that blog search infrastrucisireapable of quickly indexing new posts.
There is a tradeoff between index quality and freshness @audwering good strategies for indexing
blog content is of critical importance and an open researohlem. Lastly, as social media content
becomes even more pervasive, we find that Web search engimizgjalso return a number of blog

posts within their results. It is an open question as to hasvefiects Web search ranking.
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