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ABSTRACT
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Dr. Lina Zhou
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After several decades of effort, significant progress has been made in the area of speech recognition

technologies, and various speech-based applications have been developed. However, current speech recogni-

tion systems still generate erroneous output, which hinders the wide adoption of speech applications. Given

that the goal of error-free output can not be realized in near future, mechanisms for automatically detecting

and even correcting speech recognition errors may prove useful for amending imperfect speech recognition

systems. This dissertation research focuses on the automatic detection of speech recognition errors for mono-

logue applications, and in particular, dictation applications.

Due to computational complexity and efficiency concerns, limited linguistic information is embedded in

speech recognition systems. Furthermore, when identifying speech recognition errors, humans always ap-

ply linguistic knowledge to complete the task. This dissertation therefore investigates the effect of linguistic

information on automatic error detection by applying two levels of linguistic analysis, specifically syntactic

analysis and semantic analysis, to the post processing of speech recognition output. Experiments are con-

ducted on two dictation corpora which differ in both topic and style (daily office communication by students



and Wall Street Journal news by journalists).

To catch grammatical abnormalities possibly caused by speech recognition errors, two sets of syntactic

features, linkage information and word associations based on syntactic dependency, are extracted for each

word from the output of two lexicalized robust syntactic parsers respectively. Confidence measures, which

combine features using Support Vector Machines, are used to detect speech recognition errors. A confi-

dence measure that combines syntactic features with non-linguistic features yields consistent performance

improvement in one or more aspects over those obtained by using non-linguistic features alone.

Semantic abnormalities possibly caused by speech recognition errors are caught by the analysis of se-

mantic relatedness of a word to its context. Two different methods are used to integrate semantic analysis

with syntactic analysis. One approach addresses the problem by extracting features for each word from its

relations to other words. To this end, various WordNet-based measures and different context lengths are

examined. The addition of semantic features in confidence measures can further yield small but consistent

improvement in error detection performance. The other approach applies lexical cohesion analysis by taking

both reiteration and collocation relationships into consideration and by augmenting words with probability

predicted from syntactic analysis. Two WordNet-based measures and one measure based on Latent Semantic

Analysis are used to instantiate lexical cohesion relationships. Additionally, various word probability thresh-

olds and cosine similarity thresholds are examined. The incorporation of lexical cohesion analysis is superior

to the use of syntactic analysis alone.

In summary, the use of linguistic information as described, including syntactic and semantic information,

can provide positive impact on automatic detection of speech recognition errors.
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Chapter 1

INTRODUCTION

1.1 Motivations

Automatic speech recognition (ASR) is “the process by which a computer maps an acoustic speech signal

into text [1]” and has been an important and active research area for over 50 years [86]. The importance

of ASR lies in the role that speech plays in our everyday lives. Speech is the most natural communication

modality used by humans [60], however, it is not the typical input modality afforded by computers. If speech

were an alternative effective input modality to the keyboard and mouse, the interaction between humans and

computers would become more natural. Additionally, speech is a well-known factor in enabling mobility,

which is difficult to accomplish using traditional input devices [60].

In recent years, with advancement in techniques for signal processing and model building and the empow-

erment of computing devices, significant progress has been made in speech recognition research, and various

speech based applications have been developed. The state of speech recognition technologies has achieved

satisfactory performance under restrictive conditions (i.e. limited vocabulary, reading speech, and noise-free

environment). As a result, speech recognition has been widely used in applications such as command-control,

call routing, and telephone directories. When it comes to open environments, especially in noisy environ-

ments and for natural free-style speech [24], however, the performance of speech recognition technologies

remains unsatisfactory, which results in their limited usage.

Minimizing speech recognition errors and making speech recognition effective under all conditions is

the ultimate goal of speech recognition research. After several decades’ worth of effort, today’s reality is

still far from the desired outcome. Given that existing speech recognition technologies remain error prone, a

1
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good mechanism for detecting and even correcting speech recognition errors would be instrumental to wide

adoption of speech recognition systems.

1.2 Scope

Based on the target of speech (human or computer) and speech interaction style (monologue or dialogue),

speech recognition applications can be generally classified into four categories [30]:

• human-human dialogue: speech recognition systems generate transcription of human dialogue, such as

conversational telephone speech and meetings. Transcribing human dialogue is a challenging task due

to the spontaneity of speech.

• human-computer dialogue: spoken dialogue systems allow humans to talk with computers and to com-

plete certain tasks using their voices. A spoken dialogue system, which includes a speech understanding

system and a speech synthesis system, is more than a speech recognition system. Restricted by the lim-

ited progress in automatic language understanding, spoken dialogue systems are confined to specific

domains such as travel planning services.

• human-human monologue: in this category, human speech is used for conveying information, such as

broadcast news, TV shows, and lectures. Speech recognition is the secondary task in which recorded

audio data can be transcribed and indexed for future information management.

• human-computer monologue: a human speaks to a computer that transcribes speech into text. Dicta-

tion, which is generally used as a document generation tool, is the most prevalent application in this

category.

This dissertation focuses on monologue applications in general and dictation in particular. Based on the

degree of preparation for the dictated text, dictation can be further divided into two sub-categories: transcrip-

tion and composition [51]. Transcription is the task of reproducing written documents; speakers read written

documents to speech recognition systems which transcribe the speech and convert documents into a machine-

readable format. Compared to transcription, composition offers a more realistic speaking scenario. People

directly use dictation software to compose documents such as emails and reports by speaking to computers

with little or no preparation. People spontaneously dictate what they want to write down, which makes com-
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position more error prone. Since the final goal of dictation is to generate a written document, the speaking

style, as reflected in dictated sentences, is close to the writing style used in written documents.

To produce an error-free speech transcript in monologue applications such as dictation, error correction is

important and indispensable. Error correction involves three steps: detecting an error, navigating to the error,

and correcting the error. Manual error correction is neither easy nor efficient. Sears et al. [100] found that for

a hand-free composition task users spent one third of their time detecting and navigating to errors and another

third of their time correcting errors. These efforts required by error correction can compromise the promise

of fast and natural speech input. This dissertation focuses on error detection, the first step in and the premise

of speech recognition error correction.

1.3 Problem Identification

A speech recognition system aims to find out the most likely word sequence W given the acoustic signal

A. With this criteria, the posterior probability P (W |A) is a theoretically accurate measure to judge the

correctness of a word. However, in an actual speech recognition system, the maximum likelihood estimation

is always used instead by eliminating the constant value P (A), which makes the value assigned to every word

a relative rather than an absolute measure. Therefore, values produced by a speech recognition system can be

used for selecting among alternatives but may not be directly used for rejecting words as errors [118].

One direction of research concerning the improvement of error detection is to estimate the posterior

probability. Another direction is to combine various features that are useful to judge the correctness of

words. The majority of research on error detection focuses on feature combination. Various features have

been proposed, and most are from the components of speech recognition systems. Features from a speech

recognition system itself are not adequate because information conveyed by these features has already been

used in generating output by the speech recognition system. Therefore, additional sources of complementary

information should be sought.

Linguistic analysis is one such source. In current speech recognition systems, linguistic information

is represented by language models. The commonly used language models are n-gram models, which can

only detect short, immediate collocation patterns (i.e. n words). Therefore, there always exist errors in the

recognition output that are out of context or that cause the sentence to be ungrammatical. Figure 1.1 gives

several examples; sentences under REF are transcriptions manually generated by humans and convey what
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speakers actually said, and sentences under REC are automatically generated by a speech recognition system.

Words in bold are recognition errors. In sentence a, gear is mistakenly recognized as your, which causes

sentence a to be ungrammatical. In sentence b, hotel is erroneously recognized as propel and around is

segmented as a rare and, which cause sentence b to also be ungrammatical. In sentence group c, folacin in

sentence c.2 is the erroneous output of follow suit and is not semantically related to any other words in those

three sentences.

the ticket discounting comes a busy summer season ends and the slow winter travel season beginsc.3

American doubt that United are expected  folacinc.2

Northwest Airlines launched a new airline fare war to drive by slashing some of its prices by up to forty five 

percent 

c.1REC:

The ticket discounting comes as the busy summer season ends and the slow winter travel season beginsc.3

American Delta and United are expected to follow suitc.2

Northwest Airlines launched a new airline fare war today by slashing some of its prices by up to forty five 

percent

c.1REF:

and on Friday to London I would like to stay in five-star propel in dying at the most eloquent rest and takes

a rare and .
b.REC:

Once I get to London I would like to stay in a five-star hotel in dining at the most eloquent restaurants around .b.REF:

we would need a lot of your .a.REC:

we would need a lot of gear .a.REF:

Figure 1.1: Examples of speech recognition output and corresponding manual transcript

There are two possible solutions that address these kinds of errors by compensating for the lack of high-

level linguistic knowledge in a speech recognition system. One is to design complex language models that

could incorporate syntactic or semantic information to lower the error rate; the other is to apply the linguistic

analysis on speech recognition output to detect and correct errors. This dissertation applies the latter solution

and focuses on detecting errors.

1.4 Our Approach

When processing time-sequential acoustic signal, speech recognition systems could only utilize limited local

context and previous output. A post-processing approach, which focuses on speech recognition output, is

then selected in this research. Two factors favor the post-processing approach in this research:
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• During post-processing, the entire speech recognition output is available, making it possible to apply

complex linguistic analysis.

• Selecting the recognition output as the target for post-processing reduces the reliance on detailed infor-

mation about the speech recognition system itself. To a large extend, it allows the proposed methods

to treat the speech recognition system as a “blackbox”, which is desirable.

Several levels of linguistic analysis, including syntactic analysis and semantic analysis, are investigated in

this dissertation to improve the error detection activities. Figure 1.2 shows the framework of proposed error

detection methods. As shown in the framework, feature combination-based confidence measures and lexical

cohesion analysis are used to integrate different types of knowledge.

Confidence Measure

Semantic FeaturesSyntactic Features

Speech Recognition (SR)Speech  Input

DGA Features WAA Features WSA Features LSA Features

Text 
Corpora

WordNetDependency
Relation Corpora

Dependency 
Grammar
Analysis

Word 
Association

Analysis

Word 
Similarity
Analysis

Latent 
Semantics 

Analysis

Confidence Measure Confidence Measure Lexical Cohesion Analysis

Non-
linguistic 
Feature

Non-linguistic 
Feature

Extraction

Error Detection Detected ErrorsSR  Output

SR Output

Detected Errors

Figure 1.2: Framework of proposed error detection methods

Speech recognition errors may render the corresponding output ungrammatical. For example, in sentence

a in Figure 1.1, the error your does not belong to the same grammatical category as the actual word gear.

In this case, your in the output of a lexicalized parser may not be connected to any other words in the

sentence. In sentence b, the error rest is a fragmentation of the word restaurants. Even if rest falls into the

same grammatical category as restaurants, a weaker association between eloquent and rest results from the

modification. Previous research [119, 96] has demonstrated the usefulness of parser based features for error

detection in spoken dialogue systems. However, those features were extracted from domain-specific parsers

that are difficult to apply to the general domain. This dissertation will exploit knowledge from syntactic
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analysis.

Semantic discrepancy has been found to be the most used knowledge cue by participants when detecting

errors [121]. Moreover, it was found that when the context of an utterance was given, participants achieved

a significant improvement on their error detection performance [104]. Previous research [21, 44, 97] repre-

sented semantic knowledge as similarities among words in the context. Following this idea, this dissertation

will investigate what role semantic knowledge plays in finding speech recognition errors.

One way of utilizing semantic knowledge is to analyze the lexical cohesion of the speech recognition out-

put. Words in text are not randomly connected but stick together through certain relations. A speech recogni-

tion error may disrupt lexical cohesion. Lexical cohesion analysis has been applied to correct malapropisms

intentionally created in text [40, 39]. This dissertation will examine whether lexical cohesion analysis can

help find errors in natural erroneous speech recognition output.

1.5 Dissertation Outline

The organization of the dissertation will follow the framework in Figure 1.2 according to the level of lin-

guistic analysis. Chapter 2 introduces basic concepts of speech recognition errors and reasons why errors

occur. Methods used to prevent, detect, and correct speech recognition errors are also reviewed. Chapter 3

describes the data corpora that will be used in this dissertation to evaluate the proposed methods. Chapter 4

presents a baseline confidence measure that uses non-linguistic features extracted from the speech recogni-

tion output and serves as the basis for the following three chapters. Chapter 5 focuses on analyzing features

extracted from the syntactic analysis of speech recognition output. Besides amending features to the baseline

confidence measure, a deep analysis of error patterns is also presented. Chapter 6 focuses on incorporating

features from word semantic relatedness analysis based on WordNet. Chapter 7 introduces the concept of

lexical cohesion and its analysis method to find errors in speech recognition output. Chapter 8 summarizes

the dissertation and outlines future directions.



Chapter 2

BACKGROUND AND LITERATURE REVIEW

2.1 Speech Recognition Errors

Speech recognition (SR) systems usually take speech signals as input and generate text transcripts as output.

Figure 2.1 shows a communication channel model of speech recognition systems, in which speakers speak

out what they want to say (W ) and speech signals are then processed by speech recognizer to generate the

speech recognition output (Ŵ ). Due to imperfect models for each component of an SR system, errors, which

can be conceptualized as the differences between Ŵ andW , always occur.

Figure 2.1: Speech recognition system (source [42] page 5)

2.1.1 Causes of Errors

Errors can be caused by one or more components of an SR system. According to Chase [14], Suhm [108]

and Gibbon et al. [33], recognition errors are mainly caused by the following factors:

• Acoustic Model: The acoustic model captures the acoustic characteristics of the speech signal. The

construction of an acoustic model usually involves two processes: signal processing, in which features

7
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are extracted from speech waveform, and parameter estimation, in which model parameters are itera-

tively updated using the training corpus and the pronunciation dictionary. Deficiency in the training

process of each component may cause the model to be inaccurate. For example, inaccuracy in the pro-

nunciation dictionary and reference transcript and imperfect signal segmentation will make the acoustic

model inaccurate.

• Language Model: Language models in SR systems are used to capture typical word usage in different

applications and resolve the ambiguities in acoustic evidence. So far, there is no perfect method to

build language models. The discrepancy of styles and topics between the training corpus and the test

corpus will adversely affect SR performance. Sometimes, language models may overwhelm correct

acoustic evidence.

• Decoder: To process a large vocabulary and to be used in real time, SR systems usually apply some

heuristics to balance accuracy and efficiency. Instead of finding the global optimal output from an

entire search space, a suboptimal output is found within a limited search space. Hence, during the

search, beams with certain widths are set, and some impossible hypotheses are eliminated. However,

correct hypotheses may also be pruned out at early stages.

• Out-Of-Vocabulary (OOV) Words: Current SR systems can only recognize words from a pre-defined

vocabulary. If a new word is spoken, SR systems will try to find one or more words that best match

acoustic signals as the output. Errors will occur during this selection process.

Consequently, the performance of SR systems can be improved by refining each of the above components.

For example, OOV words can be avoided by expanding the vocabulary statically or dynamically, and the

number of search errors can be decreased by loosing pruning thresholds to trade accuracy with time.

2.1.2 Measure of Errors

A commonly used evaluation metric for the performance of speech recognition systems is Word Error Rate

(WER). It is defined based on an alignment of the recognition output with the reference transcript, as illus-

trated in Figure 2.2. The line starting with REF represents the reference transcript, and the line starting with

REC represents the recognition output.

Based on the alignment, errors in SR output can be classified into three categories: substitution, insertion,

and deletion.



9


 




   

Figure 2.2: A sample speech recognition output containing three types of errors

• Substitution (S): At the same position in the alignment of an output and its reference, a word in the

output is different from the word in the reference, such as “FEARS” in REC line in Figure 2.2.

• Insertion (I): At the same position in the alignment of an output and its reference, there is a word in the

output that does not appear in the reference, such as “THE” in REC line in Figure 2.2.

• Deletion (D): At the same position in the alignment of an output and its reference, there is a word in

the reference that does not appear in the output, such as “A” in REF line in Figure 2.2.

According to this classification of errors, WER can be computed with Equation 2.1. Correspondingly,

substitution/deletion/insertion error rate can be computed with Equation 2.2. Word error rate is the sum of

substitution error rate, deletion error rate, and insertion error rate.

(2.1) WER =
S + I + D

N

(2.2)

Substitution Error Rate =
S

N

Deletion Error Rate =
D

N

Insertion Error Rate =
I

N

where N is the total number of words in the reference transcript. In the example shown in Figure 2.2,

N = 14, and S + I + D = 1 + 2 + 2 = 5. Thus, the WER of the sentence is 35.71%. Because of insertion

errors, WER can be larger than 100%. The minimum value of WER is 0, when there is no error.

2.2 Error Prevention by Improving Language Models

The prevention of SR errors is one major goal of speech recognition research. To improve the performance of

SR systems, advanced techniques are proposed for each SR system component (front-end feature extraction,
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acoustic modeling, language modeling, and decoding). For a comprehensive review of the common tech-

niques used for these components, please refer to [42]. Given that this dissertation primarily focuses on the

impact of linguistic knowledge on speech recognition error detection, in this section, we only briefly describe

advanced techniques for building language models, with an emphasis on language models that incorporate

linguistic knowledge.

2.2.1 Basic N-gram Language Models

A commonly used language model in SR systems is the n-gram language model. Given a word sequence S

consisting of N words (w1, w2, . . . , wN ), the probability of S, P (S), can be approximated with Equation

2.3:

(2.3) P (S) =
N∏

i=1

P (wi|wi−n+1, . . . , wi−1)

From Equation 2.3, it can be seen that in n-gram language models the probability of predicting a word

depends only on the previous n − 1 words. Therefore, n-gram language models can only characterize short,

immediate collocation relations. To capture longer context, knowledge from syntactic or semantic levels has

been incorporated into language models.

2.2.2 Language Models Incorporating Syntactic Knowledge

Syntactic structured language models are derived from syntactic grammars for the purpose of expanding the

immediate local context captured in n-gram language models to the sentence level. Various kinds of grammar

have been used to extract syntactic knowledge.

Moore et al. [77] integrated statistical knowledge and linguistic knowledge extracted from a unification

grammar into a multi-level n-gram language model, which was used to rescore initial speech recognition

output to improve the recognition performance. Utterances were parsed into sequences of syntactic frag-

ments. The top level of the language model was a tri-gram model of fragment types, and the lower level

was a quadra-gram model of words and word classes for each fragment type. In the December 1994 ATIS

benchmark test, the proposed language model led to a 15% relative improvement in WER after rescoring

output generated by baseline DECIPHER which used a tri-gram word class model.
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Probabilistic link grammars can include n-gram models as a subclass and incorporate long range depen-

dence [53]. Delle Pietra et al. [84] extended the traditional trigram by conditioning word probability not

only on the previous two words but also on any possible preceding pair of adjacent words. Chelba et al.

[16] developed a maximum entropy language model which incorporated dependence relations similar to link

relations. The constraints on histories were extracted from a finite context (only 0-2 preceding words) and a

link stack (only open links). This model showed a small but significant improvement on WER over bi-gram

language models on the Switchboard corpus.

Chelba et al. [17, 15] developed a structured language model based on a shift-reduce parser. Three

modules were included in their model: word-predictor (probabilistically predicting a word given previous

two headwords), tagger (probabilistically predicting the part-of-speech of a word given the words and parts-

of-speech of headwords), and parser (performed a set of operations). Compared to the trigram language

model, their model showed improvement in WER on three corpora: Wall Street Journal, Switchboard, and

Broadcast News.

Probabilistic context-free grammar (PCFG) defines a probabilistic distribution over word strings and can

be directly used to build structured language models [91]. However, PCFGs are not adequate for modeling

language, since the rule probabilities of PCFGs are conditioned on the left side of the rule instead of on

the lexical context, which is vital to language models [93]. To address this problem, PCFGs are extended

by associating constitutes with headwords. Roark [91] developed a probabilistic top-down parser based

language model. The probabilities of rule expansions were conditioned on the parents and siblings of the left

side constitutes of the rule. This language model produced about an 8.5% relative improvement in WER on

DAPRA 93 Hub1 test data over that achieved by the tri-gram model trained on the same data.

Charniak [12] developed a language model based on an immediate-head parser. The probability of a

parse was estimated by a Trihead model, that is, the probabilities of constitutes were conditional on their

lexical heads, parents, and grandparents. The perplexity of the developed language model on Wall Street

Journal (WSJ) Penn Treebank was significantly reduced when compared to the tri-gram model.

The SuperARV language model developed by Wang et al. [112] was a highly lexicalized language model

based on the Constraint Dependency Grammar. It was a class-based language model, in which each class

encoded lexical information as well as syntactic and semantic constraints enforced by the grammar. When

applied into all stages of a multi-pass SR system, the SuperARV language model achieved a 6.2% relative

WER reduction on DARPA RT-02 CTS evaluation data [113].
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These works have effectively demonstrated that incorporating syntactic information into language models

can help reduce word error rate. Dependency grammars have been used in some researches like [16, 112] and

they can provide useful information.

2.2.3 Language Models Incorporating Semantic Knowledge

The length of the context considered by language models can be increased from several words to entire

sentences by incorporating syntactic knowledge. Contextual information that extends beyond the sentence

level can be exploited by performing semantic analysis on the text.

Topic language models are commonly used to better describe heterogeneous training data. Training data

is clustered into several subsets, each of which has a different topic [45], and then a topic language model is

built on each subset. The final model is the interpolation of the general language model and topic language

models. Topic language models are also used as adaptation models, in which topics are dynamically identified

and only the identified topic models are combined with the general model [103]. Instead of being trained

beforehand, topic language models can also be dynamically constructed; words from recent history are used

as queries to find relevant documents from other corpora or WWW using information retrieval techniques

[101, 18]. Language models are then built on the retrieved documents and interpolated with static language

models to reflect current language usage.

Another method for incorporating semantic knowledge focuses on word relations. Semantic relations

among words can be caught through word co-occurrence analysis. From the extant work, it is evidenced that

language models enhanced with word co-occurrence relations help reduce word error rate.

Trigger pairs [58] are long distance word pairs highly correlated in training documents. They carry

a semantic relation that, if one word appears, its highly correlated word will have a higher probability of

appearing. When using trigger pairs as features in a maximum entropy model, a 14% WER reduction was

achieved on WSJ corpus when compared to using the trigram model alone [92].

Bellegarda [4] integrated latent semantic analysis (LSA) [23, 6] into language models to catch underlying

word co-occurrence relationships across documents. After the singular value decomposition (SVD) was

applied, low dimension matrixes were generated to capture the correlations between combinations of words

and clusters of documents. In this paradigm, every possible combination of words in the vocabulary was a

potential trigger [5]. When tested on the WSJ0 data, the LSA based language model achieved a 9% relative

word error rate reduction over the baseline trigram [5].
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2.3 Error Detection

Although the performance of SR systems improves as techniques for individual components of SR systems

advance, the occurrence of errors is still unavoidable. Given the imperfection of SR systems, detecting and

correcting SR errors becomes vital to the usage of SR systems. A reliable measure of word correctness,

referred to as a confidence measure, is desirable for error identification.

SR systems try to find the most likely word sequenceW given the acoustic signalA, which is arg max
W

P (W |A).

According to the Bayes rule, maximizing the probability of P (W |A) is equivalent to maximizing the poste-

rior probability P (A|W )P (W )/P (A), as shown in Equation 2.4

(2.4) W = arg max
W

P (W |A) = arg max
W

P (A|W )P (W )
P (A)

= arg max
W

P (A|W )P (W )

The posterior probability P (A|W )P (W )/P (A) is a theoretically accurate measure of the correctness

of words. However, in actual implementations of SR systems, the prior probability P (A) is eliminated in

finding the optimal word sequence W . One reason for this elimination is that P (A) is a constant for all

possible sequences and its elimination does not change the order of competing sequences. Furthermore, it is

not practical to accurately compute P (A) by summing up P (A|W )P (W ) on all possible sequences of W .

Therefore, the score of each possible sequence is not an absolute measure of the correctness of recognition

output, but a relative measure which can only be used to compare competing sequences.

Estimating posterior probability by estimating P (A) thus can be considered a venue for obtaining good

measures. Various methods have been proposed to estimate P (A) based on word-lattice (compact representa-

tion of alternative hypotheses) output [50, 71, 117] or n-best list (top hypotheses) output [114], both of which

provide a certain number of possible sequences and enable computation. This estimated posterior probability

can be used as a confidence measure.

The majority of methods for computing confidence measures rely on feature combination. After a brief

description of feature combination methods, this section focuses on the selection of features.

2.3.1 Confidence Measures Based on Feature Combination

Four factors should be considered when designing a confidence measure approach: the level of the confidence

measure, error definition, features used and the combination mechanism, and the evaluation metrics [14].
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Level of confidence measure

Confidence measures can be assigned at different levels of abstraction, such as word level [13, 71], concept

level [85], and sentence/utterance level [81]. The level of the confidence measure depends on back-end ap-

plications. In spoken dialogue systems, concept or utterance level is usually preferred, because the language

understanding component needs to analyze the meaning of utterances to determine the response. In transcrip-

tion applications, for which correct transcripts are needed, the word level confidence measure is preferable,

because the correction of the recognition output is always word based. Word level confidence measure for

transcription applications is the case for our research.

Error definition

Errors are usually defined as mismatches between the recognition output and the reference transcript, and the

unit of mismatch depends on the level of the confidence measure. In the case of word level confidence mea-

sures, errors are mismatched words. In the case of utterance level confidence measures, errors are utterances

that are not the same as corresponding utterances in the reference transcript.

Features and combination mechanism

Features are an important part of confidence measure design. Generally, a classifier is used to combine

good heuristic features that are related to the correctness of hypotheses. Features can be extracted not only

from different components of SR systems (SR dependent features), including acoustic model [13], language

model [13], and decoder [70] but also from linguistic analysis of the output (SR independent features). The

computed confidence measure can be interpreted either as a probability or as a binary variable [71].

Various classifiers have been used as combination tools. Some examples are listed here: decision tree [13],

neural network [114], linear discriminant analysis [81], Support Vector Machine (SVM) [119], regressions

[70], and fuzzy inference [37].

Evaluation metrics

Depending on its interpretation and applications, a confidence measure can be evaluated by different metrics.

Classification error rate indicates the proportion of wrongly judged words (e.g. [116, 10]), and it can be used

no matter when the confidence measure is a continuous or a binary variable. ROC curve measures the trade-

off between benefits (true positive rate) and the cost (false positive rate) (e.g. [37, 85]), and it can only be
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used when the confidence measure is a continuous variable. Normalized cross-entropy is a metric based on

information theory and measures the changes of uncertainty when additional information is included, and it

requires that the confidence measure represents the probability of a recognized word to be correct (e.g. [43]).

2.3.2 SR Dependent Features

As we discussed above, SR dependent features are extracted from various components of an SR system.

Some commonly used features are listed in Table 2.1, including posterior word probability, path ratio, and so

on.

Models Features
acoustic model normalized acoustic score [119, 95]
language model language model score [95, 115]

language model backoff mode [119, 95]
decoder posterior word probability [50, 117, 114, 119, 115]

path ratio: ratio between the number of paths containing the word and the total
number of paths in the nbest list [13, 34, 119, 95, 122, 115]
lattice density: the number of alternative paths to the word in the word graph
[116, 50, 95]

Table 2.1: Examples of SR dependent features

These SR dependent features provide useful information. However, the information contained in these

features has already been considered when SR systems generate output. A common observation is that using

a combination of all SR dependent features can only marginally improve the performance achieved by only

using the best single feature [119, 96]. Hence, using merely these features is inadequate, and additional

information sources should be considered.

When word level confidence measures are used, selected SR dependent features are usually confined

to the word itself. Researchers have also explored contextual information (nearby words) as a source for

additional features.

Immediate both-side context

In SR systems, n-gram language models are used to capture the previous short context and may induce errors

which render the word sequence plausible while not truly mapping the acoustic signal. N-gram language

models only consider the left side context. Including both sides of the context can provide additional infor-

mation about the correctness of words, and the following works provide such evidence.



16

Hernández-Ábrego and Marino [37] proposed to examine both the immediate preceding and the imme-

diate following context of a word when identifying recognition errors. The confidence scores and n-gram

scores of the contextual words were used to rescale the confidence score of the current word. ROC curves

show that on average contextual information can improve error detection by seven points over the entire range

of operation points on two Spanish corpora. Their results also show that contextual information is useful for

detecting continuous errors and errors consisting of short words.

Duchateau et al. [25] integrated the backward language model score, for which the probability of a word

depends on its following words, into the confidence score. Their results show that for a context of five words,

higher normalized cross entropy can be achieved by combining a tri-gram forward language model with a

tri-gram backward language model than by using a five-gram forward language model on WSJ.

Sarikaya et al. [96] used a maximum entropy based structured language model. Language model scores

were computed by examining different context lengths. The results show that larger contexts improve per-

formance, and the length of the context is related to the average length of utterances. The context of three

words achieves the best correct acceptance rate at 5% false acceptance rate and outperforms the non-context

by 16%.

2.3.3 Linguistic features used for dialogue systems

Because high-level linguistic knowledge is difficult to directly incorporate into the decoding process of

SR systems, it is a candidate for additional information sources. When the output of SR systems is post-

processed, the whole output is visible, and contextual information can be utilized to extract useful features.

Features obtained from high-level language processing, such as syntactic and semantic analysis, can comple-

ment the low-level linguistic knowledge (usually n-gram) used in SR systems.

Most research on utilizing linguistic features focuses on utterance level confidence measures. Fea-

tures are extracted from the parsing products of syntactic or semantic parsers. Examples of features in-

clude full/robust/no parse, number of words parsed, gap number, slot number, grammar rule used, etc.

[87, 81, 10, 95]. When confidence measures are used in spoken dialogue systems, discourse level features,

such as number of turns and dialog state, are also used [10].

Several studies applied the linguistic features to the word-level confidence measure. Zhang and Rudnicky

[119] utilized two parser-based features, parsing mode and slot backoff mode, extracted from the parsing

product of Phoenix, a semantic parser. They combined these two parser-based features with several SR
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dependent features using SVM. Addition of parser-based features from the semantic parser resulted in a

7.6% relative word error rate reduction on data from the CMU Communicator system.

Sarikaya et al. [96] used two sets of semantic features. One set of features, including classer-tag, classer-

tag-arc, parser-tag, and parser-tag-arc, was obtained from a statistical classer/parser. The other set of features

was from a maximum entropy based semantic structured language model that integrated n-grams and seman-

tic structures. When combined with the posterior probability feature using a decision tree, both sets achieved

about 13-14% improvement in correct acceptance at 5% false acceptance over the baseline (posterior proba-

bility only) on IBM Communicator system data.

Skantze and Edlund [104] did not use parser-based features but instead focused on lexical features (part-

of-speech, syllabus, content words, etc.) and dialogue discourse features (previous dialogue act and whether

words are mentioned before). They used transformation-based learning and instance-based learning as clas-

sifiers. When combined with confidence score, these linguistic features achieved a 11.9% improvement in

classification accuracy over the baseline (confidence score only) on dialogue corpus collected by themselves.

All this research was conducted in conversational dialogue environments for restricted domains, such

as ATIS [87], JUPITER [81] and Communicator [10, 95, 119, 96]. The findings indicate that linguistic

knowledge can be used as an additional information source to determine the correctness of recognition output

in spoken dialogue systems.

2.3.4 Linguistic features used for monologue applications

In the previous section, linguistic knowledge was shown to be useful for detecting errors in spoken dialogue

systems, and the majority of linguistic features were extracted from semantic parsers. However, those features

cannot be used in monologue applications because semantic parsers are not available for the general domain.

For monologue applications, extant research mainly focuses on semantic information.

Cox and Dasmahapatra [21] proposed to exploit semantic analysis for error detection. To investigate

human performance in detecting errors based only on semantics, researchers examined the SR output of about

600 sentences from WSJCAM0. They conservatively marked a word as an error only if it was clearly wrong

due to incompatible meaning within the sentence context. They achieved 15% recall and 89.6% precision.

This suggests that the application of computerized semantic analysis to error detection would follow the same

pattern: it can only find a small number of errors but with high precision. The words they identified were

uncommon nouns and verbs.
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They then applied latent semantic analysis, assuming homogeneity between the training data and the test

data. Similarity between two words was computed by the cosine measure. For each wordwi, its mean seman-

tic score Li was the average of its similarity with all other words in a lexicon. To eliminate noise introduced

by function words, they developed a stop word list by setting up a threshold LT on Li and eliminating words

with a value higher than LT . Three different measures were used to compute the semantic similarity of word

wi in an utterance with length N :

• MSSi = 1
N

N∑
j=1

S(wi, wj) : mean semantic scores

• MRi = 1
N

N∑
j=1

Rank(S(wi, wj)): mean rank of the semantic scores

• PSSi =
∏

P (Li ≤ S(wi, wj)): probability of the semantic scores, the distribution of Li was modeled

by 5 component Gaussian mixtures

The performance of above measures was assessed using classification error rate (CER) on remaining

words (after eliminating words with LT ) and its relative improvement over the error rate of SR system.

All three measures produced similar results, and PSS showed the marginally best result. In varying LT ,

the highest relative improvement 7.1% was obtained when LT = 0.25 under which 53.6% words were

eliminated. Analysis of the effect semantic values on the determination of word correctness showed that

PSS is a good indicator of word correctness but not word incorrectness. High PSS scores significantly

correlate with word correctness.

Although gain from LSA is small, semantic analysis was completely independent of SR and could be

combined with other SR dependent information. Combining PSS with N-Best (NB) by multiplying their

values, NB ∗ PSS, produced a slightly better performance than NB at high recall and maintained PSS’s

high precision at low recall.

Inkpen and Désilets [44] pursued the idea of Cox and Dasmahapatra’s [21] and explored different se-

mantic measures. To choose a semantic measure, they compared dictionary-based measures (Roget-based,

WordNet-based) and distributed-based measures (cosine, Pearson correlation, Point-wise Mutual Informa-

tion (PMI)) by evaluating them on two sets of word pairs (Miller and Charles’s 30 word pairs [75] and

Rubenstein and Goodenough’s 65 word pairs [94]). As a result, Roget-based edge counting and PMI were

selected as the candidate measures.

Similar to the work of Cox and Dasmahapatra, Inkpen and Désilets eliminated noise by setting up a stop

list of 779 words. The semantic score of a word w was computed via the following method: 1) getting w’s
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neighborhood N(w), which was confined by the window size (all content words or 10 content words); 2)

computing the semantic similarities of all possible content word pairs in N(w) using the selected measures

(Roget-based or PMI); 3) for each word wi in N(w), computing its semantic value SCwi by aggregating

(average, maximum, or average of top 3 (3Max)) the semantic similarity between wi and all other words in

N(w). To find out if w was an error, the average of SCwi over all wi in N(w), SCavg , was computed, and

w was identified as a recognition error if SCw < K ∗ SCavg , whereK was a threshold.

The proposed method was tested on 100 stories from the TDT2 English audio corpus recognized by

two SR systems: NIST/BBN time-adaptive speaker independent SR with a WER 27.6% and Dragon Nat-

urallySpeaking speaker dependent SR with a WER 62.3%. The comparison of PMI with the Roget-based

method in forms of Precision-Recall curves showed that PMI had better performance when the window was

composed of all words and the average aggregating method was used. Using PMI, two window sizes pro-

duced almost the similar results, with the exception of the 10-word window size which achieved marginally

better results on maximum and 3Max methods. In the all words window setting, both maximum and 3Max

performed better in the high precision area, though 3MAX outperformed maximum. Given that precision is

more important than recall to the designated audio browsing application, 3Max was chosen. Therefore, PMI

combined with a 10-word window size and 3MAX was chosen as a better configuration.

With the above configuration, the proposed method was shown to significantly reduce the content word

error rate with the cost of losing some correct words. For BBN transcripts, the content word error rate was

reduced by 50% when losing 45% of correct words. To achieve a similar error reduction for the Dragon

transcription, 50% of correct words were lost.

2.4 Error Correction

The goal of error correction is to produce error-free SR output by repairing recognition errors. Typically

in manual correction, error correction is used as a single, final step in the three-step error handling process

(which consists of detection, navigation, and correction) [100]. In automatic correction, error correction

generally combines with error detection implicitly. In this section, we briefly describe previous work on

automatic error correction.

Error correction differs from error prevention in that the former aims to correct errors from the recognition

output after they have occurred. Various methods have been proposed to automatically correct errors. Some
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methods utilized alternative hypotheses and their associated information, while others exploited information

totally independent of SR systems.

2.4.1 Replacing output with an alternative hypothesis

Methods utilizing alternative hypotheses try to find out corrections from the hypotheses SR systems gener-

ated. The replacement could be happened at utterance level or word level. One common limitation of this

kind of method is that errors induced by OOV words could never be corrected because corrections do not

appear in the hypotheses.

Replaced with an utterance hypothesis

Setlur et al. [102] proposed to correct recognition errors by replacing the output utterance with its second best

hypothesis if necessary. An utterance verification algorithm was used to assign each utterance a confidence

score. If the confidence score of an utterance was above a threshold, no replacement would take place.

Otherwise, if the confidence score of the second best hypothesis was above the threshold, the second best

hypothesis would be selected as the output. Their experiment on a connected digit recognition task showed

that, at the threshold corresponding to the minimumWER, the WER could be reduced from 1.15% to 1.02%.

However, at a higher threshold, more errors would be introduced than corrected.

Zhou et al. [123] proposed a multi-pass error detection and correction framework, in which errors were

corrected after being detected. Based on the characteristics of Mandarin, characters rather than words were

the basic unit of recognition. To detect errors, various SR dependent features were used. For each detected

error, a list of top 20 alternative characters was generated from the lattice. For each utterance, all possible

paths by replacing detected errors with their hypotheses were treated as utterance hypotheses. Each utterance

hypothesis was scored by the linear interpolation of its trigram score and mutual information (MI) score. MI

score of an utterance was the average of MI scores of target words in the utterance, and MI score of a target

word was the average of its MI values to all other words in the utterance. The MI value between two words

was got from training corpus and computed as their co-occurrence rate in the context of an utterance. The

utterances were then ranked based on their scores and the candidate character of the detected error in the top

utterance was used as the correction. To minimize the negative effect caused by imperfect error detection,

a threshold function was trained such that a correction is allowed only when the score difference between

the original and correction was higher than the threshold. The threshold was trained using grid search to
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get the optimal performance on training data. The proposed method was tested only on slightly erroneous

utterances which had a maximum of one to four detected errors, because both the MI and trigram scores

depend on reliable context. The results showed that the rate of correct words in the detected errors improved

from 35.5% to 40.6%. The overall error detection and correction procedure can improve character error rate

of the slightly erroneous group from 20.1% to 19.3%.

Replaced with a word hypothesis

Mangu and Padmanabhan [72] developed an error correction mechanism based on the observation that the

second best alternative sometimes is the correct word. Features, such as word posterior probability and word

duration, were extracted from the confusion network for the top two word hypotheses. Transformation-based

learning (TBL) was used to learn rules that indicated when to output the second best alternative from the

confusion network as the true output word. Their experiment on the Switchboard corpus showed a significant

WER reduction compared to the baseline consensus decoding approach. However, this method confined word

choice to only the first two hypotheses.

2.4.2 Pattern Learning

Methods belonging to this group try to find error patterns from existing data corpora that include both recog-

nition output and reference transcripts. Generally, training data should be in the same domain as test data.

Data sparsity is a common problem for this method.

Kaki et al. [49] proposed to use error patterns and similar strings to correct recognition errors. Error

patterns were extracted from the string mappings between reference transcripts and recognition output, and

satisfied certain conditions. Similar strings were strings with certain length and occurring several times (more

than threshold) in training data. The erroneous recognition output was then compared to error patterns and

similar strings to find out the corrections. The experiment results showed that the number of errors decreased

by 8.5% after performing error corrections on a Japanese travel management corpus.

Ringger and Allen [89] adopted the statistical noisy channel model to discover statistical error patterns

from data corpus. The fertility channel model [90] captured one-to-one, one-to-many, many-to-one and

many-to-many alignments between outputs and references. They suggested that a post-processor trained on

a specific domain can adapt the generalized SR system to that domain. Their experiment results showed that

their methods achieved a relative word error rate reduction as high as 24.0% for the TRAINS-95 system.
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When processing the output of an SR system, the language model of which was trained in the same domain,

the proposed method can still achieve significant improvement. However, only the best single output was

considered in their method, and the word-lattice or n-best list, which could potentially provide more useful

hypotheses, was ignored.

Jung et al. [48] extended Ringger and Allen’ idea and proposed to alleviate the data sparsity problem by

using smaller unit syllables instead of words when constructing the channel model for Korean. They used

the maximum entropy language model integrated with some high-level linguistic knowledge to rescore the

hypotheses. Their results showed a 42% relative improvement in WER on a corpus of queries to an in-vehicle

navigation system.

2.4.3 Exploiting contextual information

Context is an information source which can be used to correct recognition errors. Co-occurrence analysis has

been utilized to catch the contextual information. As we described early, Zhou et al. [123] applied mutual

information to exploit the co-occurrence between words in the context of an utterance to correct the errors.

Sarma and Palmer [97] proposed an unsupervised method based on the analysis of statistical lexical co-

occurrence of speech output. Their method exploits global contextual information. The method is based

on the idea that a word usually appears with some highly co-occurred words, and recognition errors of the

word also appear with the same set of words. Co-occurrence relations were analyzed using a large corpus

of SR output on Broadcast News. Given a topic word, by sliding a window of a certain length and counting

contextual words in the window, words highly concurrent with contextual words were detected as possible

errors, and the word with the most similar phone was changed to the topic word. Only three words were used

in the experiment, and preliminary results show that it is possible to achieve high precision with reasonable

recall. For example, when using “Iraq” as a query word, the method achieved 95% precision and 61%

recall when window size was fourteen and the minimum required context words was two. In addition, the

applicability of the method is limited in that it can only make corrections for errors of a specific topic word

such as the query word used in the spoken document retrieval.
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2.5 Summary

In this chapter, we first introduced the causes of SR errors and then reviewed advanced techniques in building

language models to prevent error occurrence. Next, we discussed previous work on error detection and

correction.

Linguistic knowledge has demonstrated its efficacy in improving SR output by augmenting language

models to prevent error. Linguistic knowledge, which is complementary to knowledge already used by SR

systems, has also been used for error detection. Linguistic knowledge is widely used in spoken dialogue

systems and has shown its complementary effect in detecting incorrect words, utterances and concepts. Little

work has been done on the role of linguistic knowledge in monologue applications. Nevertheless, preliminary

evidence has shown the promise of linguistic knowledge for monologue applications.



Chapter 3

DICTATION CORPORA

Two dictation corpora, representing different dictation contexts, were used to evaluate the proposed tech-

niques in this dissertation. One corpus was collected from a user study, and the other was extracted from a

standard speech corpus. We expected to provide a comprehensive validation of the proposed techniques by

using two different corpora, which are described in detail in this chapter.

3.1 Dictation Corpus Collected from a User Study

We refer to the corpus from a user study as the Study3 corpus, which was collected from a composition

dictation task using TkTalk conducted by Feng et al. [29]. TkTalk is a customized speech recognition

application built on the IBM ViaVoice speech recognition engine (Millennium Edition) and developed by

the Interactive Systems Research Center at UMBC. TkTalk interacts with the speech recognition engine and

presents recognition output in the form of either a single best hypothesis or an n-best list for both words and

utterances.

The study3 corpus contains dictation recognition from 12 native English speakers in a quiet lab envi-

ronment using high-quality microphones. All participants spoke on the same topic, daily correspondence

in office environments. The participants went through an enrollment process before dictation. They were

not allowed to make inline error corrections during dictation. The performance of speech recognition on the

corpus is reported in Table 3.1.

In Table 3.1, reference word accuracy is the ratio of number of correctly recognized words to the total

number of words in the reference, as shown in Equation 3.1. Words in the reference can only be in three

24
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Participant Reference Substitution Deletion Insertion Word
Word Error Error Error Error

Accuracy (%) Rate (%) Rate (%) Rate (%) Rate (%)
S1 59.5 34.5 6.0 1.5 42.0
S2 86.0 12.9 1.1 14.6 28.6
S3 93.9 6.1 0.0 5.8 11.8
S4 87.2 12.3 0.5 2.1 14.9
S5 88.6 8.8 2.7 1.3 12.8
S6 83.9 14.8 1.4 4.3 20.5
S7 95.7 3.5 0.8 1.1 5.3
S8 88.3 9.8 1.9 2.2 13.9
S9 94.0 5.3 0.7 1.9 8.0
S10 79.9 13.8 6.3 0.9 21.0
S11 85.9 13.1 1.0 4.8 18.9
S12 93.4 5.7 0.8 2.5 9.0
Avg. 86.4 11.7 1.9 3.6 17.2

Table 3.1: Recognition performance of the study3 corpus by participant

states: correctly recognized word, substitution error, and deletion error. Therefore, reference word accuracy,

substitution error rate, and deletion error rate add up to 100%.

(3.1) reference word accuracy =
# of correctly recognized words

# of words in the reference

It can be observed from Table 3.1 that there is significant variation in performance among the participants.

Although the lowest word error rate achieved is 5.3%, the average word error rate of the corpus is much higher

at 17.2%. The insertion error rate is higher than the deletion error rate, and consequently the number of output

words is larger than that of reference words.

Because the study3 corpus was collected in a live mode, the corpus sometimes contain commands such

as “NEW-PARAGRAPH” and “NEW-LINE”. Such command words were used as delimiters in segmenting

dictation documents into sentences and were deleted, which yielded a total of 4813 output words. In addition,

punctuation marks such as “.”, “?”, and“!” were also used in sentencing the documents. Syntactic analysis

was conducted on the segmented sentences despite their potential inaccuracy due to SR errors.

The descriptive statistics of output words and their recognition accuracies are reported in Table 3.2. The

average length of dictations is around 400 words, the length instructed to the participants prior to study.

Participants achieved varied output word accuracy ranging from 61.64% to 95.47%.
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Participant # of Output Output Word # of Average # of # of
Words Accuracy (%) Sentences Words per Sentence Topics

S1 451 61.64 44 10.25 1
S2 416 75.48 18 23.11 1
S3 356 88.76 18 19.78 1
S4 423 85.82 21 20.14 1
S5 369 89.70 21 17.57 1
S6 452 81.19 30 15.07 1
S7 375 95.47 25 15.00 1
S8 366 88.25 26 14.08 1
S9 419 93.08 24 17.46 1
S10 414 84.30 24 17.25 1
S11 404 82.18 28 14.43 1
S12 368 91.58 17 21.65 1
Avg. 401 84.79 24.67 17.15 1

Table 3.2: Descriptive statistics of the study3 corpus by participant

3.2 Dictation Corpus by Processing Sentences from a Standard Speech

Corpus

The dictation sentences were extracted from the CSR-II corpus 1. CSR-II corpus represents the Wall Street

Journal-based Continuous Speech Recognition Corpus Phrase II and is also referred to as WSJ1 corpus.

It was collected for APRA benchmark tests on large vocabulary, speaker-independent, continuous speech

recognition systems in 1992-1993 [59]. The WSJ1 corpus includes both reading speech and spontaneous

dictation speech. Spontaneous dictation sentences which conformed to the Wall Street Journal news in both

topic and style were dictated by journalists with varying degrees of experience in dictation.

Spoke 9 in APRA 1993 Continuous Speech Recognition (CSR) Hub and Spoke benchmark test [52]

was designed to evaluate speech recognition systems on the spontaneous dictation style speech. The test set

used in Spoke 9 consisted of 200 spontaneous dictation sentences from 10 journalists and was used in this

dissertation.

To generate consistent output as that of the study3 corpus, a system was developed by customizing an

offline application provided by the ViaVoice Tcl API to process the 200 sentences automatically. The corpus

(referring to as the WSJ corpus in this dissertation), consisting of the single best hypothesis and n-best list for

both words and utterances, was generated. The performance of Speech recognition on WSJ is summarized in

Table 3.3.
1Available from http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC94S13A
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Participant Reference Substitution Deletion Insertion Word
Word Error Error Error Error

Accuracy (%) Rate (%) Rate (%) Rate (%) Rate (%)
S1 91.8 6.9 1.2 2.0 10.2
S2 80.5 11.7 7.7 1.9 21.3
S3 89.2 9.3 1.5 6.7 17.5
S4 96.0 3.0 0.9 0.9 4.9
S5 76.0 17.9 6.1 1.8 25.8
S6 93.9 5.9 0.2 2.9 9.0
S7 88.1 6.8 5.1 1.3 13.2
S8 84.5 11.6 3.9 1.8 17.4
S9 84.9 8.8 6.3 6.1 21.3
S10 89.8 7.0 3.2 1.8 12.0
Avg. 87.7 8.8 3.5 1.8 15.1

Table 3.3: Recognition performance of the WSJ corpus by participant

As seen with the study3 corpus, significant variation in performance was also observed among the partic-

ipants. The lowest word error rate achieved was 4.9%, and the highest was 25.8%. The overall word error

rate of the WSJ corpus is lower than that of the study3 corpus. Unlike the results with the study3 corpus, the

insertion error rate of the WSJ corpus is lower than its deletion error rate.

Since the WSJ corpus was organized by sentences, syntactic analysis can be directly performed on them.

In addition, journalists were instructed to dictate on several topics of their own choice and to conclude each

topic in several sentences. To enable semantic analysis beyond the scope of a single sentence, we manually

grouped the sentences into topics by going through every sentence. The descriptive statistics of the corpus

are shown in Table 3.4. There are 4502 output words in total, which is comparable to the study3 corpus in

size. There are 4.4 topics per journalist on average. Compared to the study3 corpus, the WSJ corpus has a

higher output word accuracy. The average sentence length in words in the WSJ corpus is longer than that of

the study3 corpus.
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Participant # of Output Output Word # of Average # of # of
Words Accuracy (%) Sentences Words per Sentence Topics

S1 406 91.13 20 20.30 4
S2 353 85.55 20 17.65 5
S3 487 84.80 20 24.35 4
S4 427 96.02 20 21.35 4
S5 267 79.40 20 13.35 6
S6 456 91.45 20 22.80 4
S7 438 91.55 20 21.90 5
S8 744 86.29 20 37.20 4
S9 488 85.04 20 24.40 4
S10 436 91.06 20 21.80 4
Avg. 450 88.23 20 22.51 4.4

Table 3.4: Descriptive statistics of the WSJ corpus by participant



Chapter 4

CONFIDENCE MEASURE INCORPORATING

NON-LINGUISTIC FEATURES

In this chapter, a confidence measure based on combination of non-linguistic features is introduced. This

chapter serves as a baseline for the following two chapters, in which additional features will be gradually

incorporated while keeping the combination mechanism and evaluation methods the same.

Our confidence measure is developed at the word level and predicts the correctness of each output word.

The correctness of an output word is judged by referring to manual transcriptions. In this chapter, only non-

linguistic features directly extracted from speech recognition output are considered. Support Vector Machine

is selected as the classifier to combine different features, and the error detection performance is evaluated

with classification error rate and precision/recall/F measure.

4.1 Non-linguistic Features

Non-linguistic features, which can be extracted directly from speech recognition output, are related to confi-

dence score (CS). Based on the results of a previous study [120], two groups of features were considered and

are listed in Table 4.1.

• Raw Confidence Score (RCS). Features in RCS are directly derived from CS. They indicate that output

words with low CS are more likely to be errors.

• Contextual Confidence Score (CCS). Features in CCS model the relationship between an output word

and its surrounding words. Continuous errors are common in recognition outputs and may result from

29
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Group Feature Description
RCS CS word confidence score

range normalized z-score CS
CCS utterance length: the length of an utterance that contains the word

position: the position of the word in an utterance
sum CS: sum of CSs of words in the utterance
dev CS: the standard deviation of CSs of words in the utterance

neighbor PCSi: difference in CS between the current word and the word preceding it
with distance i, i = (1...3)
PCS0: difference in CS between the current word and the average of preceding
3 words
SCSi: difference in CS between the current word and the word following it
with distance i, i = (1...3)
SCS0: difference in CS between the current word and the average of following
3 words

Table 4.1: Non-linguistic features used in confidence measure

different factors, such as an incorrect segmentation of speech. Thus, the difference in CS between the

current word and other words in the context may provide a clue as to the correctness of the current

word.

4.2 Machine Learning Technique - Support Vector Machines

Support Vector Machine was chosen as the classifier mainly because it has been shown to exhibit performance

comparable or superior to traditional models in various applications [9]. The basic idea of SVMs is to

find optimal hyper-planes in the feature space. In the case of binary classes, if data are linearly separable,

SVM classifiers learn a pair of optimal hyper-planes with maximum margin in the original feature space as

boundaries to separate two classes. In many cases when data are not linearly separable and linear boundaries

are not appropriate, SVM classifiers use kernel functions to implicitly map the original feature space into

a higher dimensional space in which optimal hyper-planes can be found. Commonly used kernel functions

include Linear, Polynomial, Gaussian and Sigmoid kernels. Because Gaussian kernel had the best error

detection performance in [120] which is the base of current confidence measure, the following experiment

results were generated by the Gaussian kernel. LibSVM 1 [11] was used as the SVM tool in this dissertation.
1Available from http://www.csie.ntu.edu.tw/˜cjlin/libsvm/
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True Value
Correct Word Recognition Error

Predicted Value Correct Word TP FP
Recognition Error FN TN

Table 4.2: Grouping words based on true and predicted values

4.3 Evaluation Metrics

The word error rate (see Equation (2.1)) commonly used in speech recognition systems is not suitable for the

error detection task for two main reasons: 1) error detection is based not on the reference transcript but on

the output hypothesis; and 2) deletion errors are not identifiable by a classifier, which is only intended for

words with an explicit output. Therefore, we adopted a revised word error rate [119], which is defined in

Equation 4.1. The assumption that all output words are correct allowed this revised word error rate to serve

as the baseline for the error detection performance.

(4.1) Revised Word Error Rate =
# of substitute errors + # of insertion errors

# of words in hypothesis

The output words can be categorized into four groups based on the relationships between their true values

and predicted values from the classifier, as shown in Table 4.2. TP is true positive and indicates that correct

words are successfully predicted as correct words. TN is true negative and indicates that recognition errors

are successfully predicted as errors. FP is false positive and indicates that recognition errors are mistakenly

predicted as correct words. FN is false negative and indicates that correct words are mistakenly predicted as

errors.

The overall performance of SVM was then measured by the classification error rate, which is the percent-

age of output words that are wrongly classified. Based on the grouping of words in Table 4.2, the classification

error rate can be computed with Equation 4.2.

(4.2) Classification Error Rate =
FP + FN

TP + FP + FN + TN

In addition to the overall performance, the performance in detecting errors is also important. To this end,

we used Precision (PRE), Recall (REC) and F measure (F), which are defined in Equation 4.3. PRE is the



32

percentage of words classified as errors that are in fact recognition errors. REC denotes the proportion of

actual recognition errors that are categorized as errors by the classifier. A single value measure, F, combines

precision and recall to achieve a trade-off between the two. We used F1 measure, which treats precision and

recall equally. The baselines of PRE, REC, and F are all 0 as all the output words are assumed to be correct.

(4.3)

Precision =
TN

TN + FN

Recall =
TN

TN + FP

F =
2 ∗ PRE ∗REC

PRE + REC

4.4 Experiment Results

A leave-one-out scheme was used in the experiment. For the study3 corpus, the data from one participant

was used as test data, and the data from all the other participants was used as training data. The process was

repeated by using every participant’s data as the test data. For the WSJ corpus, the data from one speaker was

used as test data, and the data from the rest of the speakers was used as training data. The above process was

also repeated by using the data of every speaker in the corpus as test data. For convenience, we use “CS” to

stand for non-linguistic features.

Table 4.3 reports the experiment results, in which Table 4.3(a) reports descriptive statistics of CER, PRE,

REC, and F measure achieved by CS, Table 4.3(b) reports relative improvement of CER achieved by CS

over baseline, and Table 4.3(c) reports paired t-test results of CER between CS and baseline. The average

performance of all the runs is reported.

Compared to the baseline, for the study3 corpus, non-linguistic features achieved a 17.36% relative im-

provement in CER, which is significant at 0.05 level; for the WSJ corpus, non-linguistic features achieved a

3.06% relative improvement in CER, which is not significant. On both corpora, using CS features can help

find a small number of errors with precision higher than 50%.
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(a) Descriptive statistics of CERs, RECs, PREs, and Fs

Study3 WSJ
baseline CS baseline CS

Mean[Std.] CER (%) 15.21[9.17] 12.57[6.36] 11.77[4.82] 11.41[4.38]
Mean[Std.] PRE (%) 0 62.91[17.97] 0 58.20[22.38]
Mean[Std.] REC (%) 0 27.96[12.76] 0 9.63[4.92]
Mean[Std.] F (%) 0 38.08[15.07] 0 16.35[7.96]

(b) Relative improvement (%)
of CERs by CS over baseline

Study3 WSJ
baseline 17.36 3.06

(c) Paired t-tests (two-tailed)
on CERs between CS and base-
line

Study3 WSJ
t -2.686 -1.504
p 0.022 ∗∗ 0.167
∗∗ Significant at .05 level

Table 4.3: Experiment results of confidence measure on both the Study3 corpus and the WSJ corpus when
non-linguistic features were used



Chapter 5

CONFIDENCE MEASURE INCORPORATING

SYNTACTIC KNOWLEDGE

As discussed in Section 2.3, a common observation for confidence measures based on feature combination is

that the combination of all SR-dependent features can only marginally improve the performance achieved by

using only the best single feature [119, 96]. This marginal improvement can be attributed to the overlapping

information conveyed by these features. In other words, much of the SR-dependent information has already

been used by an SR system to generate text output. Therefore, additional features from complementary

information sources are desired.

As evidenced by a user study on error detection conducted by Skantze and Edlund [104], linguistic knowl-

edge and related context information are frequently used by humans to find errors in speech recognition out-

put. Let the range of error detection score (the ratio of the sum of the number of correctly detected errors and

the number of untouched correctly recognized words to the total number of words in SR output) be 0 to 1,

where 1 indicates that all errors are detected and 0 indicates that no error is detected. When only individual

utterances extracted from SR transcripts of dialogues were given, human participants were able to achieve a

mean error detection score higher than 0.6. This score is higher than the baseline score of 0.5. When the pre-

ceding and/or following utterances of each utterance were given, participants were able to improve the mean

detection score to around 0.7. Therefore, linguistic knowledge and context information are very helpful for

humans to find errors, and they could be promising information sources which can be exploited to improve

the performance of automatic error detection.

Syntactic analysis and semantic analysis are two methods to utilize linguistic knowledge and context

34
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information. In the current and succeeding chapters, we introduce features extracted from syntactic and

semantic analysis respectively and evaluate the value of those features in improving confidence measure.

5.1 Linguistic Knowledge Used by Humans in Error Detection

In order to investigate which types of knowledge may be useful for detecting SR errors, we conducted a

user study. In this section, we only briefly introduce the experiment setup and findings, and the detailed

description can be found in [121]. In this study, each participant was asked to identify errors in a selection of

SR transcripts and to provide justifications for those errors. Two stages of qualitative analysis were performed

on the collected data: 1) A research assistant not directly involved in this project and I manually mapped the

participants’ justifications for error detection to a list of linguistic cues independently, and 2) a third analyst

consolidated the mapping results.

The SR transcripts used in the study were extracted from two corpora, namely the study3 corpus and

the study2 corpus. The study2 corpus is a dictation corpus and was collected under a setting similar to

that of the study3 corpus. The study2 corpus differs from the study3 corpus in that (i) the study2 corpus

used more scenarios, and (ii) when the study2 corpus was collected participants were allowed to make the

inline corrections during dictation [99]. Eight paragraphs were randomly selected from the SR transcripts of

two task scenarios based on two criteria: recognition accuracy and paragraph length (measured by number

of words). Specifically, the overall average recognition accuracy (84%) and the length of a medium-sized

paragraph (90 words) of the corpus were used as reference values. The number of sentences per paragraph

ranged from three to six.

Each participant went through the experiment via the following steps. First, an error annotation schema

and several sample transcripts were provided to the participants. Second, the participant was required to

master the annotation schema and understand the SR output by passing a pre-test before they could proceed

with the error detection task. Finally, the participant was asked to detect and annotate errors in all eight

pre-selected paragraphs and declare his/her justifications.

For each paragraph, its sentences were presented to the participants all at once. Moreover, the eight para-

graphs were presented to the participants in three settings determined by the type of additional information

provided. Three paragraphs were provided with no additional information, three were provided with alterna-

tive hypotheses, and two were provided with both dictation scenarios and alternative hypotheses. All the text
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Cues Support Cues Support
all correct all correct

making no sense 0.32 0.36 phrase structure 0.26 0.26
sentence structure 0.16 0.19 hypotheses 0.15 0.18
confidence scores 0.15 0.18 POS confusion 0.10 0.12
incompatible semantics 0.08 0.10 highest confidence score 0.08 0.09

Table 5.1: Top knowledge cues used by humans in error detection

transcripts were supplied in hardcopy workbooks, on which each participant marked errors and made notes.

The sequence of paragraphs and the presentation settings were randomized for each participant. None of the

ten participants who completed the study were professional editors, and all were native English speakers.

In order to measure the effectiveness of the linguistic cues used by participants, we used a quantitative

measure support. The measure support was defined as the ratio of the frequency of a cue used by the par-

ticipants to the total number of errors detected by the participants under a presentation setting to which the

cue is applicable. The top eight cues are listed in Table 5.1. For each cue, two variations of support are

provided, namely all and correct. The former was computed based on all the potential errors detected by the

participants and the latter was computed based on only the errors correctly detected by the participants.

The cues in Table 5.1 can be categorized as the following:

• making no sense and incompatible semantics are semantic level cues, indicating that either erroneous

words are irrelevant to the meaning of sentences or erroneous words cause incompatible meanings

between two constituents.

• phrase structure and sentence structure are syntactic level cues, indicating that erroneous words are

likely to cause ungrammatical phrases or sentences.

• POS confusion is a morphological level cue, suggesting that erroneous words differ from their reference

words not only in lexical forms but also in their parts-of-speech.

• The remaining three features were not generated from linguistic analysis but drawn from alternative

hypotheses and their confidence scores.

The above results show that participants used various levels of linguistic knowledge in error detection.

To further test the effectiveness of linguistic knowledge, we computed the participants’ performance under

the condition with both dictation scenarios and alternative hypotheses. On average, participants identified

71.06% errors with the precision of 86.74%.
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5.2 Features Based on Syntactic Analysis

Word recognition errors may result in ungrammatical sentences given the assumption that speakers follow

grammatical rules when speaking. It is reasonable to assume that ungrammatical sentences may be indicative

of errors in dictation because the aim of the dictation process is to generate written style documents.

Although semantic parsers have been used in spoken dialogue systems, they are usually domain-specific,

and there is no general purpose semantic parser fitting all domains. Fortunately, syntactic parsers are known to

be domain independent. Therefore, syntactic parsers are used in this research to model the above assumption.

In order to choose a proper syntactic parser, we considered two criteria:

• Robust parsers are preferred. This is because errors in recognition output may render an output sentence

ungrammatical and halt a parser.

• Lexicalized parsers are preferred. Since our task is to judge the correctness of each word, word-level

confidence measures are needed, and features should be extracted at the word-level. In the output of a

lexicalized parser, syntactic information is associated with each word, and lexicalized features can be

easily extracted from the parsing output.

Based on these two criteria, two general-purpose lexicalized parsers were selected, namely Link Grammar

1 and Minipar 2. Two groups of features were extracted. One group of features, extracted from the output of

Link Grammar, characterizes the dependence relations between a word and other words in a sentence. The

other group of features, extracted from the output of Minipar, mainly models the strength of associations

between words that have syntactic dependence relationships.

5.2.1 Features Extracted from Link Grammar

Link Grammar

Link Grammar is a context-free lexicalized grammar without explicit constituents [105]. In Link Grammar,

rules are expressed as link requirements associated with words. A link requirement is a set of disjuncts. Each

disjunct represents a possible usage of a word, and it consists of two ordered lists: a left connector list and a

right connector list. An ordered pair of words S and T can be connected by a labeled link if and only if S

has a disjunct with a right connector list that matches the left connector list of a disjunct of T . A sequence of
1Available from http://www.link.cs.cmu.edu/link/
2Available from http://www.cs.ualberta.ca/˜lindek/minipar.htm/



38

LEFT-WALL [since] people.p will.v come.v from around the world.n .

Wd Sp I MVp FM Ds

Js
Xp

Figure 5.1: Sample parsing output of Link Grammar

words belongs to the grammar if the result linkage is a planar, connected graph in which at most one link is

between each word pair and no cross-link exists. Link Grammar also supports robust parsing by incorporating

null links [35].

Since speech recognition errors may result in ill-formed sentences, we hypothesize that a word without

any link in a linkage of the sentence is a good indicator of the occurrence of errors. Either the word itself or

other words around it are likely to be errors. It has been shown that null links can successfully ignore false

starts and connect grammatical phrases in ungrammatical utterances randomly selected from the Switchboard

corpus [35].

Features

In view of the lexicalization of Link Grammar, the following link-related long-range grammatical features

were extracted for each word w:

• Left/right link: the number of links connecting w to its left/right word

• Left/right link of the preceding/succeeding ithword ofw: suppose u is the word preceding/ succeeding

w with a distance of ith, (i = 1...3). This feature represents the left/right link of u.

• Left/right link of the word with the shortest left/right link tow: suppose u is connected tow by left/right

link and has the shortest distance to w among all words connecting to w. This feature represents the

left/right link of u.

A sample parsing output is illustrated in Figure 5.1. Links are represented as dotted lines, and annotated

with link types (e.g., Wd, Xp). According to the parsing result, the word since has no link. The word around

has one left link and one right link. The immediate preceding word of around is from, which also has one left

link and one right link. The immediate succeeding word of around is the, which has no one left link and one

right link. The word that has the shortest right link to around is world, which in turn has two left links and

one right link.
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5.2.2 Features Extracted from Minipar

Minipar

Minipar is a principle-based parser and a descendant of PRINCIPAR [63]. It can generate a dependency

parse tree for each input sentence [68]. A dependence tree is composed of a list of dependency relations,

which model the binary asymmetric relations between word pairs in the sentence. A dependency relation

is represented as a triple in the form of (head, type, modifier), which means that a word head is modified

by another word modifier through a certain type of relation type. A head word can have more than one

modifier word associated with it, while a modifier word can only have one head word. type consists of

the syntactic relation and parts-of-speech of both the head and the modifier, and has the format of head-

Pos:syntacticRelation:modifierPos. A sample parsing output of Minipar is shown in Figure 5.2: Figure 5.2(a)

shows the constituency tree and Figure 5.2(b) lists the dependency triples.

For a grammatically correct sentence, every word in the sentence is usually connected with other words

through dependency relations. However, for a sentence containing recognition errors, some words may be

isolated from all other words or be connected to other words via improper types of dependency relations. The

properness of dependency relations could be represented through the strength of word associations, which

were measured by mutual information in this research.

Mutual Information

Mutual information, also called pointwise mutual information, is a measure based on information theory.

Given two events x and y, which have the probability distribution p(x) and p(y) respectively, “the amount

of information provided by the occurrence of the event represented by y about the occurrence of the event

represented by x” [27] is defined by Equation 5.1.

(5.1) I(x, y) = log
p(x|y)
p(x)

where p(x|y) is the posterior probability. With simple manipulation, Equation 5.1 can be rewritten as

Equation 5.2, where p(x, y) is the joint probability of event x and event y.
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



 

 

 

 

 

 

 

 

 





(a) Parse tree

since SentAdjunct:comp1:C fin
fin C:i:V come from
come from V:s:N people
come from V:aux:Aux will
come from V:lex-mod:U from
come from V:subj:N people
come from V:guest:A around
come from V:obj:N world
world N:det:Det the

(b) Dependency triples

Figure 5.2: Sample parsing output of Minipar
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(5.2) I(x, y) = log
p(x|y)
p(x)

= log
p(x|y)p(y)
p(x)p(y)

= log
p(x, y)

p(x)p(y)

From Equation 5.2, I(x, y) = I(y, x), which means “the information provided by y about x is equal to

the information provided by x about y.” [27] I(x, y) is then referred to as the mutual information between

x and y. When the joint probability p(x, y) is higher than the product of p(x) and p(y), I(x, y) > 0, which

indicates that x and y are more likely to occur together than to occur separately. When x and y are statistically

independent, p(x, y) = p(x)p(y), which results in I(x, y) = 0. When the joint probability p(x, y) is lower

than the product of p(x) and p(y), I(x, y) < 0, which indicates that x and y are less likely to occur together

than to occur separately.

Mutual information has been used in many natural language applications. It has been used to measure

word associations which are based on various relations ranging from lexical-syntactic relations to semantic

relations [20]. Quantified word associations can be directly used to detect speech recognition errors [44], to

find similar words or concepts [38, 64] that can be used to estimate unobserved co-occurrence from similar

co-occurrence [22], to discover word senses from text [80], etc. Mutual information can also be used to model

other types of information, such as the number of hits returned by search engines [111].

Mutual Information Based on Dependency Relations from Minipar

We used the method proposed by Lin [65] to compute the mutual information between word pairs having

dependency relations. An occurrence of a dependency relation triple (head, type, modifier) can be treated as

a conjunction of three events:

• H: head is a randomly selected word

• T: type is a randomly selected type of dependency relation

• M: modifier is a randomly selected word

According to the definition of mutual information, the mutual information of (head, type, modifier) can

be derived from Equation 5.3, assuming that the three events are independent of one another.
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(5.3) I(head, type,modifier) = log
p(H, T, M)

p(H)p(T )p(M)

However, as indicated by Lin [66], this independent assumption is not suitable for the triple, because the

choice of head and modifier is dependent upon the parts-of-speech embedded in type. Therefore, he assumed

that H and M are conditionally independent of each other given T . With this new assumption, the mutual

information of the triple is estimated with Equation 5.4.

(5.4) I(head, type,modifier) = log
p(H, T, M)

p(H|T )p(T )p(M |T )

Maximum likelihood estimation (MLE) could be used to estimate the probabilities in Equation 5.4. Let

|(head, type, modifier)| stand for the frequency of the triple (head, type, modifier). When any of the ele-

ments in the triple is replaced by a wild card *, it stands for the sum of frequency over all possible values of

this element. For example,

• |(h, t, ∗)|: the total frequency of triples with head h and dependency relation type t

• |(h, ∗, ∗)|: the total frequency of triples with head h

• |(∗, ∗, ∗)|: the total frequency of triples in the entire corpus

Using the above annotations, the MLE probabilities can be derived from Equation 5.5, and the mutual

information can then be derived as shown in Equation 5.6:

(5.5)

PMLE(H, T, M) =
|(head, type, modifier)|

|∗, ∗, ∗|

PMLE(H|T ) =
|(head, type, ∗)|

|(∗, type, ∗)|

PMLE(T ) =
|(∗, type, ∗)|
|(∗, ∗, ∗)|

PMLE(M |T ) =
|(∗, type, modifier)|

|(∗, type, ∗)|
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I(head, type,modifier) = log
p(H,T,M)

p(H|T )p(T )p(M |T )

= log
pMLE(H, T, M)

pMLE(H|T )pMLE(T )pMLE(M |T )

= log
|(head,type,modifier)|

|∗,∗,∗|
|(head,type,∗)|
|(∗,type,∗)| × |(∗,type,∗)|

|(∗,∗,∗)| × |(∗,type,modifier)|
|(∗,type,∗)|

= log
|(head, type,modifier)| ×| (∗, type, ∗)|
|(head, type, ∗)| ×| (∗, type, modifier)|(5.6)

A dependency relation database, serving as the background knowledge, was used to estimate the mutual

information of a triple. The database was constructed based on the parsing results of a 125-million-word

newspaper corpus using Minipar [79].

Features

Six features were extracted for each word w from the output of Minipar. Three features concern w itself, and

the other three are based on the dependency relations in which w is involved:

• Word or punctuation: punctuation is always separated from surrounding words in a Minipar output.

This feature is used to differentiate punctuation marks from words and is thus a binary variable. It is

useful to have this feature because punctuation marks are not rare in dictation corpora.

• Phrase length: phrase structure of a sentence is available from the parsing output of Minipar. For

instance, come from in Figure 5.2 is a phrase. This feature is measured by the total number of words in

the phrase that contains w.

• Phrase head: if w belongs to a phrase, this binary variable indicates whether w is the head word of a

phrase or not. For example, come is the phrase head of come from.

• Number of triples missing from the database: although the dependency database used to estimate the

mutual information is not small, its coverage is still limited. Therefore, a triple may or may not be seen

in the dependency relation database. This feature counts the number of unseen triples that contain w as

either a head or a modifier.

• Number of triples in the database: it represents the number of seen triples that contain w as either a

head or a modifier.
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• Maximum mutual information of triples in the database: if w belongs to some seen triples, the value of

this feature is the maximum of all mutual information values for triples to which w belongs. The value

indicates the strongest relation betweenw and other related words. If the maximummutual information

value is a negative value, the value of this feature is set to 0 because negative mutual information is

unreliable without a huge corpus [22]. If w does not belong to any seen triple, the value of this feature

is set to 0.

5.3 Experiment Results

The experiment setup was the same as that used in Chapter 4. In the current experiment, the newly introduced

syntactic features were used in conjunction with the original non-linguistic features introduced in Chapter 4.

Both the individual and complementary effects of every feature group were evaluated. For convenience,

we used Link and Dep to represent features extracted from the output of Link Grammar and Minipar respec-

tively. In addition, we used SYN to represent all syntactic features, which are the combination of Link and

Dep. CSLink, CSDep, and CSSYN represent the combination of non-linguistic features and Link, Dep, or SYN

respectively.

5.3.1 the Study3 corpus

Classification Error Rate

Table 5.2 reports experiment result of CERs achieved under selected settings on the study3 corpus, in which

Table 5.2(a) reports descriptive statistics of CER and Table 5.2(b) shows relative improvements of CERs

achieved by different feature groups over CS.

(a) Descriptive statistics of CERs achieved by different feature groups

CS Link Dep SYN CSLink CSDep CSSYN
Mean (%) 12.57 15.39 15.21 15.36 11.90 12.08 11.54
Std. 6.36 9.16 9.17 9.23 5.74 6.12 5.71

(b) Relative improvement (%) of CERs achieved
by different feature groups over CS

CSLink CSDep CSSYN
CS 5.33 3.90 8.19

Table 5.2: Classification error rates of confidence measures on the Study3 corpus when syntactic features
were used

When using features from Link Grammar alone, the average CER was 15.39%, which was higher than
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(a) Descriptive statistics of Fs, PREs, and RECs achieved by different feature groups

CS Link Dep SYN CSLink CSDep CSSYN
F Mean (%) 38.08 2.24 0.00 5.81 44.42 42.87 46.52

Std. 15.07 3.39 0.00 6.93 15.85 12.72 16.62
REC Mean (%) 27.96 1.22 0.00 3.38 34.81 32.60 37.11

Std. 12.76 1.87 0.00 4.19 15.28 12.51 16.53
PRE Mean (%) 62.91 16.94 0.00 31.72 68.28 68.68 69.56

Std. 17.97 22.49 0.00 37.00 15.16 15.32 15.18
(b) Relative improvement (%) of Fs, PREs, and RECs
achieved by different feature groups over CS

CSLink CSDep CSSYN
F CS 16.65 12.58 22.16
REC CS 24.50 16.60 32.73
PRE CS 8.54 9.17 10.57

Table 5.3: F measure, REC, PRE of confidence measures on the Study3 corpus when syntactic features were
used

the baseline (15.21%). Using features from Minipar alone did not change CER from baseline. In addition,

the combination of both types of features did not improve the CER over the baseline. Therefore, syntactic

features alone are not useful for the improvement of CER.

The combination of Link Grammar features with CS features and the combination of Minipar features

with CS features, however, obtained 5.33% and 3.90% relative improvement of CER over that obtained using

CS features alone. When both groups of syntactic features were combined with CS features, an 8.19% relative

improvement on CER was achieved over that achieved using CS features alone.

F, REC, and PRE

Table 5.3 reports experiment results of F measure, PRE, and REC achieved under selected settings on the

study3 corpus, in which Table 5.3(a) reports descriptive statistics and Table 5.3(b) shows the relative im-

provements achieved by different feature groups over CS.

It is shown from Table 5.3(a) that using features from Link Grammar alone, features from Minipar alone,

and the combination of the two produced low F values. Thus, syntactic features alone are not effective for

error detection. This finding is consistent with that observed for CER.

When combined with CS features, features from Link Grammar, features from Minipar, and their combi-

nation improved the F measure achieved using CS features alone by 16.65%, 12.58%, and 22.16%, respec-

tively. Further analysis of F measure can be made by looking into REC and PRE.

When combined with CS features, features from Link Grammar, features from Minipar, and both types

of features together improved the REC obtained using CS features alone by 24.50%, 16.60%, and 32.73%
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CER F REC PRE
F (2, 22) 1.714 1.920 3.232 0.311
p 0.203 a 0.170 a 0.059 a 0.624 b

a Sphericity assumed
b Greenhouse-Geisser adjustment

Table 5.4: Repeat measure analyses results on feature combination (CSLink, CSDep, and CSSYN) for CER,
F, REC, and PRE on the Study3 corpus

respectively, which are reported in Table 5.3(b).

Table 5.3(b) also reveals that the combination of CS features and features from Link Grammar or from

Minipar produced 8.54% and 9.17% relative improvement over PRE achieved using CS features alone, re-

spectively. The combination of both types of syntactic features and CS features achieved a 10.57% relative

improvement over the PRE obtained using CS features alone.

Based on the findings concerning REC and PRE, it is evident that the improvement on F measure was

mainly attributable to the improvement on REC and that the improvement on REC did not adversely affect

PRE.

Do different syntactic features provide complementary information?

When CS features were used, combining syntactic features from both Link Grammar and Minipar led to

better performance on all four performance measures (CER, F measure, REC, and PRE) than did combining

either type of the syntactic features alone. To judge whether these improvements are significant or not, four

separate repeated measure analyses were conducted by treating the feature combination as an independent

variable. Each of the four performance measures served as the dependent variable for one repeated measure

analysis. CSLink, CSDep, and CSSYN were the three levels of the feature combination variable. Table 5.4

shows the main effect of feature combination on the four measures. The results revealed that there were no

significant differences between CSLink, CSDep, and CSSYN on CER, F measure, REC, and PRE (p = n.s.).

5.3.2 the WSJ corpus

Classification Error Rate

Table 5.5 reports experiment result of CERs achieved under selected settings on the WSJ corpus, in which

Table 5.5(a) reports descriptive statistics and Table 5.5(b) shows the relative improvement of CERs achieved

by different feature groups over CS.
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(a) Descriptive statistics of CERs achieved by different feature groups

CS Link Dep SYN CSLink CSDep CSSYN
Mean (%) 11.41 11.77 11.77 11.77 10.92 10.97 10.75
Std. 4.38 4.82 4.82 4.82 4.00 4.13 3.87

(b) Relative improvement (%) of CERs achieved
by different feature groups over CS

CSLink CSDep CSSYN
CS 4.29 3.86 5.78

Table 5.5: Classification error rates of confidence measures on the WSJ corpus when syntactic features were
used

(a) Descriptive statistics of Fs, PREs, and RECs achieved by different feature groups

CS Link Dep SYN CSLink CSDep CSSYN
F Mean (%) 16.35 0.00 0.00 0.00 23.02 19.60 24.19

Std. 7.96 0.00 0.00 0.00 10.27 7.87 10.70
REC Mean (%) 9.63 0.00 0.00 0.00 14.53 11.72 15.64

Std. 4.92 0.00 0.00 0.00 7.87 5.20 9.33
PRE Mean (%) 58.20 0.00 0.00 0.00 67.61 67.24 69.45

Std. 22.38 0.00 0.00 0.00 21.37 15.83 17.89
(b) Relative improvement (%) of Fs, PREs, and RECs
achieved by different feature groups over CS

CSLink CSDep CSSYN
F CS 40.80 19.88 47.95
REC CS 50.88 21.70 62.41
PRE CS 16.17 15.53 19.33

Table 5.6: F measure, REC, PRE of confidence measures on the WSJ corpus when syntactic features were
used

When using syntactic features from both Link Grammar and Minipar and from each separately, there

were no changes in CER from the baseline (11.77%). Therefore, syntactic features alone had no effect on

CER.

Combining features from Link Grammar with CS features and combining features from Minipar with CS

features improved the CER obtained using CS features alone by 4.29% and 3.86%, respectively. The com-

bination of both types of syntactic features with CS features improved the CER obtained using CS features

alone by 5.78%.

F, REC, and PRE

Table 5.6 reports experiment results of F measure, PRE, and REC achieved under selected settings on the

WSJ corpus, in which Table 5.6(a) reports descriptive statistics and Table 5.6(b) shows relative improvement

achieved by different feature groups over CS.

As shown in Table 5.6(a), features from Link Grammar, features from Minipar, and the combination of
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CER F REC PRE
F (2, 18) 0.458 2.284 2.511 0.132
p 0.540 b 0.131 a 0.109 a 0.739 b

a Sphericity assumed
b Greenhouse-Geisser adjustment

Table 5.7: Repeat measure analyses results on feature combination (CSLink, CSDep, and CSSYN) for CER,
F, REC, and PRE on the WSJ corpus

the two achieved F values of zero, which is consistent with the lack of change in CER observed from Table

5.5(a). Thus syntactic features alone are not helpful for error detection.

The F measure achieved through the use of CS features alone was improved by 40.80% with the combi-

nation of features from Link Grammar, by 19.88% with the combination of features from Minipar, and by

47.95% with the combination of both types of syntactic features.

The analysis of REC revealed similar patterns to those observed for F measure. As shown in Table 5.6(b),

incorporation of features from Link Grammar along with CS features improved the REC obtained using CS

features alone by 50.88%. Incorporation of features from Minipar along with CS features improved the REC

obtained using CS features alone by 21.70%. Incorporation of features from both Minipar and Link Grammar

along with CS features improved the REC obtained using CS features alone by 62.41%.

Incorporation of CS features along with features from Link Grammar improved the PRE obtained using

CS features alone by 16.17%. Incorporation of CS features along with features from Minipar improved the

PRE obtained using CS features alone by 15.53%. Incorporation of CS features along with features from

both Minipar and Link Grammar improved the PRE obtained using CS features alone by 19.33%. Both REC

and PRE improved with the introduction of syntactic features, and the improvement on REC was bigger than

that on PRE.

Do different syntactic features provide complementary information?

Similar to the finding on the Study3 corpus, when CS features were used, combining syntactic features from

both Link Grammar and Minipar led to better performance on all four performance measures (CER, F, REC,

and PRE) than did combining either type of the syntactic features alone. Same set of repeated measure

analyses were conducted to judge if performance changes caused by feature combination were significant or

not. Table 5.7 shows the analysis results, which evidenced that the improvements on the four measures were

not significant.
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5.3.3 Summary

Based on the experiments using two types of syntactic features on two dictation corpora, we found that using

syntactic features alone were not able to improve error detection performance over the baseline. When com-

bined with CS features, however, syntactic features improved the error detection performance on different

aspects over those by CS features alone. The combination of both types of syntactic features did not signif-

icantly outperform the individual type in error detection, but there were encouraging trends. This suggests

that the two types of syntactic features provide a certain degree of redundant information for the task of

error detection. The combination of both types of syntactic features and CS features can reduce CER from

12.56%, which is the CER yielded by CS features, to 11.54% with an 8.19% relative improvement on the

study3 corpus; the combination of both types of syntactic features and CS features can reduce CER from

11.41%, which is the CER by CS features, to 10.75% with a 5.78% relative improvement on the WSJ corpus.

With increasing recall and non-decreasing precision, the syntactic features can improve the system’s ability

to accurately identify errors.

All the error detection results in this section were generated using SVM models. SVM is known for

its stable performance across a variety of applications. However, results of SVM are difficult to interpret,

which is one of the weaknesses of the statistical classifier. To gain additional human comprehensible insights

into the efficacy of different types of syntactic features, a rule-based learning method was developed and is

discussed in the next section.

5.4 An In-Depth Analysis of Syntactic Features

Transformation-based learning is a rule-based learning method, in which rules are automatically learned

from training data. TBL has been successfully applied to many natural language applications such as part-

of-speech tagging [7], error correction [72] and error detection [104]. The rules learned by TBL show good

interpretability as well as good performance. Therefore, we selected TBL to derive error patterns.

5.4.1 Transformation-Based Learning

Generally speaking, three prerequisites are required for use of TBL: an initial state annotator, a set of possible

transformations, and an objective function for choosing the best transformations.

Prior to learning, the initial state annotator adds annotations to the training data. Then the following steps
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are executed iteratively until no improvement can be achieved: (i) try each possible transformation on the

training data, (ii) score each transformation with the objective function and choose the one with the highest

score, and (iii) apply the selected transformation to update the training data and append it to the learned

transformation list.

In this research, the initial state annotator simply initialized all the words as correct words. The objective

function is the CER. Transformations are keys to TBL and are represented as different combinations of

features.

5.4.2 Features

Due to the different natures of a statistical classifier and a rule-based classifier, different methods were used

by them in feature selection and representation. For each output word, we selected two kinds of linguistic

features for TBL – lexical features that do not rely on any syntactic analysis and syntactic features that

are extracted from syntactic analysis output. Link Grammar is used to generate syntactic features because

features from Link Grammar performed better than Minipar in the experiment described in Section 5.3 in

which SVM was used as the classifier.

Lexical Features

Lexical features are features that can be extracted directly from words and sentences without any syntactic

analysis. For each word w, the following features are extracted:

• word: w itself

• pos: part-of-speech tag from Brill’s tagger [7]

• syllables: number of syllables in w

• position: position of w in the sentence: beginning, middle, or end

Syntactic Features

Syntactic features were selected based on the following hypotheses: 1) a word without any link is a good

indicator of the occurrence of an error, and 2) a word with links may still be an error, and its correctness

may affect the correctness of words linked to it, especially those words connected via the shortest links or



51

the closest connections. For each word w, therefore, the following features were extracted from the output of

Link Grammar:

• haslink: indication if w has left links, right links, or no link

• llinkto: the word to which w links via the shortest left link

• rlinkto: the word to which w links via the shortest right link

Other Features

In addition to the linguistic features introduced above, two other features were selected:

• word confidence score (CS): Unlike in the previous study which used several confidence score-related

features in addition to the CS, the only confidence score-related feature selected in this study was

the confidence score (CS) itself. There are several reasons for this choice. First, transformation-based

learning usually takes categorical variables as input and is not good at dealing with too many numerical

variables. Second, compared with other CS-based features such as DCS and CCS, RCS underwent the

second best performance in [120], and CS is the primary factor in RCS because range is derived from

CS. Though CCS performed the best of all the CS-based features, its 12 features may cause unnecessary

computation complexity.

• prediction label (label): The label is the indicator of the correctness of the word. Initially, the label

for every word is marked as correct but can be updated to be marked as either SR error or correct

according to the result produced in each learning iteration. This feature enables the propagation of the

effect of preceding rules.

5.4.3 Transformation Templates

Pre-defined transformation templates, which specify rules acceptable for use, play a vital role in TBL. A

transformation template is defined in the following format:

change the word label of a word w from X to Y , if condition C is satisfied

where, X and Y take binary values: 1 (correct recognition) or -1 (error). Each condition C is the con-

junction of sub-conditions in form of f op v, where f represents a feature, v denotes a possible value of f ,

and op represents a possible operation, such as <, > and =.
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Category Group Example
Word CS cs(wi) < ci

Alone L position(wi) = ti & syllables(wi) = si

LCS cs(wi) < ci & pos(wi) = pi

Local Local position(wi) = ti & label(wi−1) = li−1 & word(wi) = di

Context CSLocal cs(wi) < ci & position(wi) = ti & label(wi−1) = li−1 & label(wi+1) =
li+1

Sentence Long position(wi) = ti & lrHaslink(wi) = hi & haslink(wi) = hli
Context CSLong cs(wi) < ci & position(wi) = ti & llinkLabel(wi) = lli & pos(wi) = pi

Table 5.8: Condition categories and examples

As shown in Table 5.8, conditions were classified into three categories based on the context from which

features were extracted: word alone, local context, and sentence context. The scope of the context increased

incrementally. The three categories were further split into seven groups according to the types of features

being used.

• L: the correctness of w depends solely on itself. Conditions only involve lexical features of w.

• Local: the correctness of w depends not only on itself but also on its surrounding words. This type of

conditions involves lexical features of surrounding words as well as those of w. Furthermore, predic-

tion labels of surrounding words are also employed as a feature to capture the possible effect of their

correctness.

• Long: the scope of conditions for predicting the correctness of w is expanded to include syntactic

features. This type of condition consists of syntactic features of w and its surrounding words, the

features in Local, and lexical features and prediction labels of words that have the shortest links to w.

• CS: this group of conditions only involves confidence scores of w.

• LCS, CSLocal, CSLong: these three groups of conditions are generated by combining the features

from L, Local, and Long with the confidence scores of w, respectively.

In Table 5.8, an example is provided for each group of conditions. The features included in the examples

are either a single basic feature such as CS and word or a combination of basic features such as lrHashlink

and llinkLabel. lrHashlink represents whether the preceding word and the following word have links, and

llinkLabel represents the predicted label of the word to which w has the shortest left link. ci, ti, si, pi, li,

di, hi, hli, and lli represent possible values of the corresponding features.
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5.4.4 Experiment Results

Experiments were conducted with increasing usage of context information. Initially transformation rules un-

der word alone conditions were used. The scope of the context was then enlarged by incrementally including

transformation rules under local context and sentence context conditions. These experiment settings have two

benefits: (i) they enable us to identify the impact of individual length of context on error detection, and (ii)

they reveal the importance of enriching contextual information to error detection.

A prolog-based TBL tool, µ-TBL [54] 3 was used in this study. Two cut-off thresholds, namely net

positive effect and ratio of the positive effect, were used to select transformations with strong positive effect.

The positive effect (PE) of a transformation is defined as the number of words whose labels are correctly

updated by applying the transformation rule. The negative effect (NE) of a transformation is defined as the

number of words that are mistakenly updated. The net positive effect was defined as (PE − NE), and the

ratio of positive effect was defined as (PE/(PE + NE)). In this experiment, the threshold for net positive

effect was set to five to ensure that sufficient evidence was observed, and the threshold for the ratio of the

positive effect was set to 0.5 to guarantee that a selected transformation had a positive effect.

The study3 corpus was used in this experiment. We used three-fold cross-validation in evaluation. The

corpus was divided in units of sentences. The cross-validation was conducted nine times, and average perfor-

mance is reported in Table 5.9. Given that a different cross-validation was used on the study3 corpus in this

section compared to that used in section 4.4, the baseline CER reported here is different from that reported

in section 4.4. The labels for rule combinations in the first column of Table 5.9 were created by concatenat-

ing two or more identifiers for groups of conditions. For each rule combination, legitimate rules are those

conformed to any combinations of related group identifiers from Table 5.8. For example, L-CS-Local-Long

accepts rules conforming to any of following groups: L, CS, Local, Long, LCS, CSLocal and CSLong.

As shown in Table 5.9, among the rule combinations which used linguistic features only, L-Local-Long

achieved the best performance in terms of both CER and F measure, with a CER improvement of 4.85%

over the baseline. However, the performance of L-Local-Long was inferior to that of CS in both CER and

F measure. Therefore, linguistic features alone were not as effective as confidence score features in error

detection.

When transformation rules combining both linguistic features and CS were applied, better performance

was achieved than that achieved by using transformation rules including CS alone. The CER achieved by
3Available from http://www.ling.gu.se/˜lager/mutbl.html
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Combination Average Performance
CER (%) PRE (%) REC (%) F (%) # of rules

Baseline 15.66 - - - -
L 15.55 61.84 2.04 3.88 3
L-Local 15.58 60.88 2.19 4.17 4
L-Local-Long 14.90 61.67 13.83 22.37 8
CS 14.64 61.03 21.98 31.50 1
L-CS 13.97 61.48 31.60 41.38 8
L-CS-Local 13.81 61.28 35.52 44.50 14
L-CS-Local-Long 12.84 65.50 38.59 48.39 14

Table 5.9: Performance of transformation rule combinations

L-CS was 4.58% higher than that achieved by CS; the F measure achieved by L-CS was 31.37% higher than

that achieved by CS. L-CS-Local achieved a marginally lower CER than L-CS and an F measure 7.54%

higher than that achieved by L-CS.

The best performance was achieved by L-CS-Local-Long. Specifically, the CER achieved by L-CS-

Local-Long was 12.30% higher than that achieved by CS and 7.02% higher than that achieved by L-CS-

Local. In addition, the F measure achieved by L-CS-Local-Long was 53.62% higher than that achieved by

CS and 8.74% higher than that achieved by L-CS-Local. Therefore, enlarging the scope of context for feature

selection can lead to improved performance in error detection.

In Table 5.9, it is noteworthy that improvement in F measure results from improvement in recall and

relatively stable precision. Recall achieved by L-CS was 43.77% higher than that achieved by CS. Recall

achieved by L-CS-Local-Long was 75.57% higher than that achieved by CS. These improvements confirm

the findings from the study reported in Section 5.3 that linguistic features can help finding more errors.

Additionally, precision achieved by L-CS-Local-Long was 7.32% higher than that achieved by CS, which

suggests that linguistic features can also help finding errors more precisely.

The average number of learned rules is listed in the last column of Table 5.9. When the number of user

pre-defined candidate rules increased, the number of learned rules only increased moderately. For example,

the maximum number of rules was 14 and was generated by L-CS-Local-Long and L-CS-Local.

Figure 5.3 illustrates the relationship between CER and the number of learned rules in one run of the

L-CS-Local-Long setting. The three lines in the figure correspond to the three folds in a cross-validation.

Because we did not use the number of rules as the cutting-off threshold, the training could stop once selected

cutting-off thresholds were satisfied. As a result, different folds resulted in different numbers of learned rules.

Following application of the top few rules, CERs dropped significantly. This decreasing trend in CER
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Figure 5.3: Relationship between CER and the number of rules applied

gradually tapered off as additional rules were applied. Both fold 1 and fold 3 reached the lowest CER after

the last rule was applied, and fold 2 reached the lowest CER when less than half of the rules were applied.

Thus, the top ranked rules were the most beneficial to the error detection.

One advantage of TBL is that learning results are easily interpreted. The following are the top six rules

learned in fold 3, as shown in Figure 5.3.

Mark a word as an error, if it satisfies the following conditions:

• its confidence score is less than 0; it is in the middle of a sentence; it is a null-link word.

• its confidence score is less than -5; it is the middle of a sentence; it has links to preceding words.

• its confidence score is less than 0; it is the first word of a sentence; it is a null-link word.

• its confidence score is less than 2; it is in the middle of a sentence; it has 1 syllable; the word following

it also has 1 syllabus and is an error.

• its confidence score is less than -1; both its preceding and following words are errors.

Mark a word as a correct word, if it satisfies the following conditions:

• its confidence score is greater than -1; both its preceding and following words are correct words.

All of the above six rules contain word confidence score as a feature. Rule 1 and Rule 3 suggest that

null-link words are good indicators of errors, which supports our hypothesis. Rule 2 shows that a word with
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a very low confidence score may be an error even if it is part of a linkage of the sentence. Rule 4 shows that

consecutive short words are possible errors when they are in the middle of a sentence and their CS are not

high enough. Rule 5 indicates that a word with a low confidence score may be an error if its surrounding

words are errors. Rule 6 labels a word back to a correct word and may correct mistakes made by previous

rules.

5.4.5 Summary

The goal of applying a rule-based method in this experiment was not to compare it to a statistical model but

to provide user-friendly explanations of why and how the linguistic features are useful. The results of the

rule-based method confirmed the findings of our SVM-based methods. Although linguistic features alone

were not as useful as the confidence scores, when combined with word confidence scores they were effective

in further improving error detection performance. Moreover, error detection performance can be improved

by enlarging the scope of context. The best performance was achieved when sentence context was used.

Specifically, enlarging the context of linguistic features improved error detection performance by revealing

more errors while maintaining or even improving precision.



Chapter 6

CONFIDENCE MEASURE INCORPORATING

WORDNET BASED SEMANTIC KNOWLEDGE

Because speech recognition systems try to generate output that maps original audio speech, a recognition

error is always phonetically similar to its corresponding spoken word. In contrast, a recognition error may

be semantically unrelated to its corresponding spoken word and hence may be semantically out of context.

Language models embedded in an SR system are usually used for checking the semantic consistency of

output words. Due to performance constraints, n-gram language models are widely used by SR systems to

carry out consistency analysis. The most popular n-gram language models restrict the assessment of semantic

compatibility in a small local context, such as two or three words. Therefore, analysis of semantic consistency

of words within a larger context is a possible tool for error detection. To quantify semantic consistency, we

can apply semantic relatedness of a word in its local context.

In this chapter, we investigate how error detection performance may be improved through analysis of

semantic relatedness within an expanded context. Several semantic relatedness measures based on WordNet

are first introduced. How to extract semantic features for a word based on its semantic relatedness to the

expanded context then described. Finally, the usefulness of the extracted semantic features for error detection

is evaluated.

57
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6.1 Semantic Relatedness based on WordNet

There are two well known groups of approaches to computing the semantic relatedness of two words, and

these two groups differ in source of background knowledge utilized:

• dictionary/thesaurus-based: semantic relatedness measures are constructed using the structured infor-

mation embedded in a dictionary or thesaurus, such as WordNet and Roget’s thesaurus.

• Corpus-based: semantic relatedness measures are derived by statistically analyzing word associations

(e.g. co-occurrence of words) extracted from text corpora.

In this chapter, we focus on using semantic relatedness measures based on the dictionary/thesaurus, es-

pecially WordNet, to evaluate the semantic consistency of a word to its context. Dictionary/thesaurus-based

measures are generally topic independent.

6.1.1 WordNet

WordNet 1 is an electronic lexical database of English words [28]. The basic unit of WordNet is not word

but synset which includes a group word senses representing the same concept. In English, some words

are polysemous with more than one sense. Each sense of a word corresponds to a synset. Like a regular

dictionary, WordNet offers both definition and sample sentences for each synset. Synsets are inter-linked by

semantic relations such as hypernymy and meronymy as well as lexical relations such as antonym. WordNet

only covers open words, that is, nouns, verbs, adjectives, and adverbs. Each grammatical category has its own

synset network, because synsets in different grammatical categories may have different semantic relations. In

addition, there are some relations, such as attribute and pertain, which can across different networks to link

synsets belongs to different grammatical categories.

Among the available dictionaries and thesauri, WordNet is the most popularly used lexical source due to

its wide coverage of words and semantic relations and its programming APIs. Another popular thesaurus is

Roget’s thesaurus, but few measures such as Jarmasz and Szpakowicz’s measure [46] have been proposed

based on Roget’s thesaurus due to its limited availability. In the rest of this section, we will introduce several

semantic relatedness measures that use different knowledge sources provided by WordNet. Given the fact

that semantic relations exist between concepts (synsets) not words, the semantic relatedness measures were

designed to determine the semantic relatedness between concepts, or synsets, instead of between words.
1Available from http://wordnet.princeton.edu/obtain
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6.1.2 Semantic Relatedness Measures based on WordNet Structure

In WordNet, synsets are semantically connected and are organized as a network. Therefore, the network

structure of synsets is an obvious information source to measure the semantic relatedness between synsets.

Edge counting is an obvious measure of semantic relatedness of two synsets by counting the edges connect-

ing the two synsets. However, edge counting makes a strong but unrealistic assumption that all edges are

equidistant from one another. Some variations on edge counting have been proposed to alleviate this problem

as follows:

Leacock and Chodorow [61] measured the semantic similarity of two synsets using normalized path

length. Only hypernym-hyponym relations between synsets were used when computing path length, which

simplified WordNet as an IS-A hierarchy. For two concepts c1 and c2, the similarity between them was

computed by Equation 6.1, where Pathlength is the length of their shortest path, and D is the maximum

depth of the hierarchy.

(6.1) sim(c1, c2) = − log
Pathlength(c1, c2)

2×D

Sussna [109] considered two factors when computing the semantic distance between two concepts: depth-

relative scaling that considers the fact that low-level siblings are more closely related to one another than

high-level siblings, and type-specific fanout that considers the number of the same type of relations leaving

the node. Moreover, different types of relations were assigned different weights. The semantic distance

between two concepts was computed by summing the weights of the edges in the shortest path between them.

This semantic measure was applied to a word sense disambiguation task, and the results showed that (i)

depth-relative scaling played an important role, and that (ii) both hierarchical and non-hierarchical relations

helped.

6.1.3 Semantic Relatedness Measures Incorporating WordNet Structure and Cor-

pus

WordNet is a static knowledge source. To make it adaptable, WordNet can be augmented by representing each

concept cwith the probability (p(c)) of observing an instance of it in a background corpus. Different measures

have been proposed based on such augmented WordNet, and regard WordNet as an IS-A hierarchy. Given
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two concepts c1 and c2, information content of their lowest subsumed concept were used by these measures

which differed in whether information content of concepts themselves had been used or how information

content was combined.

Resnik [88] proposed to measure the similarity between two concepts using the information content of

their lowest subsumed concept S(c1, c2), as shown in Equation 6.2.

(6.2) sim(c1, c2) = − log P (S(c1, c2))

Jiang and Conrath [47] pointed out that Resnik’s measure only takes into account the subsumed concept

and does not differentiate concept pairs with the same lowest subsumed concept. They tackled this problem

by assigning strength to each link and then adding the link strengths (LS) along the shortest path between

two concepts to get the semantic distance. The link strength is defined as the information content of the

conditional probability of a concept (c) given its parent (p), which in fact is the difference between the

information content of c and p. Equation 6.3 defined the semantic distance between two concepts, which is

the linear combination of the information content of both concepts themselves and their lowest subsumed

concept.

Dist(c1, c2) =
∑

c∈{path(c1,c2)−S(c1,c2)}

LS(c, parent(p))

= (− log P (c1)) + (− log P (c2))− 2× (− log P (S(c1, c2)))

= −(log P (c1) + log P (c2)− 2× log P (S(c1, c2)))(6.3)

Lin [67] proposed an information-theoretic based measure that used the same information as [47] but

a different combination method. The similarity between two concepts is defined as the rate between the

information describing the commonality of the concepts and the information fully describing the concepts.

The commonality of c1 and c2 could be described by the information content of their lowest subsumed

concept; and the sum of their own information content can fully describe them given that the two concepts

are independent. Thus, the semantic similarity of two concepts is defined in Equation 6.4:
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(6.4) sim(c1, c2) =
−2× log P (S(c1, c2))
−(log P (c1) + log P (c2))

=
2× log P (S(c1, c2))
log P (c1) + log P (c2)

6.1.4 Semantic Relatedness Measures Based on Gloss

Word definitions (glosses) provided in the dictionary are another source of information to assess the semantic

relatedness of words. Lesk [62] proposed to use the overlap of glosses to judge word senses. In his method,

the sense of a target word is determined by comparing the glosses of its various senses to those of its sur-

rounding words. A sense is assigned to the target word when the gloss of the sense shares the most common

words with the glosses of its surrounding words.

Banerjee and Pedersen [2] extended Lesk’s gloss overlapping method by overcoming several limitations.

In stead of only considering glosses of the target concept, they also compared the glosses of the concepts

that are related to the target concepts through certain semantic relations, such as hypernym and also-see, to

address the insufficient information provided by short glosses. In addition, they differentiated single words

and phrases and assigned common phrases a weight larger than the sum of weights of words in the phrase.

The overlapping score between two glosses was then computed by summing the weights of their longest

overlaps. The relatedness of two concepts could be further computed as the sum of the overlapping scores

between all allowable concept pairs, which was confined by RELPAIRS, as shown in Equation 6.5,

(6.5) relatedness(c1, c2) =
∑

score(R1(c1), R2(c2)) ∀(R1, R2) ∈ RELPAIRS

Patwardhan and Pedersen [82] proposed a measure based on second order co-occurrence vectors [98] to

overcome the exact match problem present in the extended gloss overlap method. For a word in the gloss,

instead of using the word itself, they used a co-occurrence vector extracted from a pre-computed word space

to represent the word. The pre-computed word space is a sparse matrix, in which each cell holds the frequency

of co-occurrence of two words in a certain distance. The gloss of a concept is then represented by the co-

occurrence vectors of words in the gloss. Similar to the extended gloss overlap method, the gloss of a concept

c is also augmented by adding glosses from the concepts that have certain direct relationships with c. The

relatedness of the two concepts is the cosine similarity between the augmented gloss vectors.
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Semantic relatedness measures have been used in many natural language applications. Budanitsky and

Hirst [8] applies several semantic relatedness measures to the malapropism detection and found that Jiang

and Conrath’s measure achieved the best detection performance among five measures incorporating WordNet

structure. McCarthy et al. [73] compared semantic relatedness measures on the task of finding the predom-

inant noun senses and discovered that Jiang and Conrath’s measure and Banerjee and Pedersen’s measure

were the best measures among six measures, and the same findings were also observed by Patwardhan and

Pedersen [82] in their task for word sense disambiguation. Mihalcea et al. [74] evaluated text similarity based

on semantic relatedness measures on the task of detecting paraphrase, and observed that different semantic

relatedness measures achieved similar results.

With those findings by other research, Jiang and Conrath’s measure and Banerjee and Pedersen’s measure

were selected to be used in this chapter. Moreover, semantic relatedness measures belonging to the same

categories as them were also used. To simplify the notation, we used res, jcn, lin, E-lesk, vector to refer to the

measures proposed by Resnik, Jiang and Conrath, Lin, Banerjee and Pedersen, and Patwardhan and Pedersen

respectively.

6.2 Features Extracted Based on Semantic Measures

Two groups of features were extracted for each word for error detection. One group of features was used to

categorize words, and the other group of features was used to characterize the relatedness of a word to its

contextual words.

6.2.1 Categorization Features

Three features were included in this group:

part-of-speech

Given that only content words can bear meaning, WordNet therefore only includes content words. However,

SR output includes both content and function words, and this feature thus is used to represent the part-of-

speech of a word. When only nouns are considered, this feature is represented by a binary variable the value

of which indicates if a word is a noun. When nouns, verbs and adjectives are considered, this feature is

represented by three binary variables, each corresponding to one grammatical category. The Stanford log-
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linear part-of-speech tagger 2 [110] was used to parse the SR output.

stop word

The stop word feature is used to determine if a content word belongs to a pre-defined stop word list. Because

not all content words have specific meanings, we used a stop word list to eliminate common words.

included in WordNet

This feature indicates if a content word is included in WordNet and it is useful for two reasons. First, because

WordNet does not cover all words, it is useful in identifying the words covered. Second, existing part-of-

speech taggers are not error free for grammatically correct input, and the ever present SR errors in SR output

may worsen the tagging results. Therefore, a part-of-speech tagger may introduce possible errors by assigning

wrong parts-of-speech to words, which makes words not included in the WordNet.

6.2.2 Semantic Relatedness Features

Word Semantic Relatedness

The semantic relatedness measures introduced in section 6.1 compute the semantic relatedness between two

concepts instead of two words. In WordNet 3.0, 17.32% of words are polysemous. Given that the SR output

is presented in words instead of concepts, we need to further measure the relatedness between two words.

Given two words, w1 and w2, where each has a set of concepts, the relatedness between them were quantified

by the highest relatedness achieved by their possible concepts as shown in Equation 6.6.

(6.6) sim(w1, w2) = max
c1∈S(w1),c2∈S(w2)

(sim(c1, c2))

where S(w) is a set of concepts that w may have.

Word Semantic Relatedness to Context

To measure the fitness of a word to an output document, we scoped the context with a window. The window

size limits the number of content words immediately before and after the current word. For example, a
2Available from http://nlp.stanford.edu/software/tagger.shtml
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window size of three means the context consists of three content words immediately before and three content

words immediately after the current word. The type of content word depends on the experiment setting.

Three statistical features were extracted for each word, w, based on its similarity relatedness to every

word, wi, within a context window.

• Maximum relatedness (max rel(w)): the highest relatedness valuew has with its neighboring words.

It is a measure of the single best fitness of w to the context.

• Average relatedness (average rel(w)): the average of all the relatedness values w has with its neigh-

boring words. It is a measure of leveraging the overall fitness of w to the context.

• Average relatedness of top 3 (max3 rel(w)): the average of the top three relatedness values w has

within its neighbors. It is a trade-off between the above two features.

The definition of the three features is shown in Equation 6.7, in which C(w) represents the context of w

with a certain window size.

max rel(w) = max
wi∈C(w)

(sim(w, wi))

avg rel(w) =
∑

wi∈C(w)

sim(w, wi)

/
|C(w)|

max3 rel(w) =
∑

i∈arg max 3(sim(w,wi))

sim(w, wi)

/
3(6.7)

6.3 Experiment

6.3.1 Experiment Setting

The experiment setup described in this chapter is the same as that described in Chapter 5. The semantic

features introduced in this chapter were appended to the feature sets used in Chapter 5. Therefore, the

confidence measure combined non-linguistic features, syntactic features, and semantic features. To make

the annotation simple, we used the symbol representing a measure to also stand for the combination of

CSSYN and semantic features derived from the measure. For example, jcn also represented the combination

of CSSYN and semantic features some of which were derived by using jcn. The complementary effect of

semantic features to the CSSYN was evaluated.
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Figure 6.1: Effect of window size on classification error rates when semantic relatedness measures were used
to nouns on the Study3 corpus

Because measures such as res, jcn and lin treated WordNet as an IS-A hierarchy, the measures could

only be used for nouns and verbs which are hierarchically organized in WordNet. Measures such as E-lesk

and vector were based on glosses and thus could be used for any part-of-speech categories. Given that nouns

always play an important role in conveying content information and that they are better constructed than other

grammatical categories in WordNet, nouns were served as the basis of the analysis.

To quantify the context, we used different window sizes, including 3 (w3), 10 (w10), 20 (w20), and all

(wall). all represents to use all the words in a document as context.

WordNet::Similarity 3 [83] was used to obtain the semantic relatedness between concepts. WordNet 3.0

was used as the dictionary.

6.3.2 Experiment Results on the Study3 Corpus

Classification Error Rate

Figure 6.1 shows the classification error rates of five measures when they were applied to nouns under differ-

ent window size. Each bar represents one window size. On average, a better CER was achieved under wall.

Compared to w3, every measure achieved better CER under wall. Compared to w10, res, E-lesk, and vector

achieved better CER, and jcn and lin achieved similar CER under wall. Compared to w20, although lin,

res, and E-lesk achieved a slightly worse CER, jcn and vector achieved substantially better CER under wall.

Under w10 and w20, all measures achieved better CER than did w3, with only a few exceptions. Therefore,

we used wall as the window setting in the following analyses.
3Available from www.d.umn.edu/˜tpederse/similarity.html
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Figure 6.2: Classification error rates of semantic relatedness measures under nouns, noun-verbs, and noun-
verb-adjectives settings on the study3 corpus

All measures could be used on verbs, and E-lesk and vector could also be used on adjectives. The CER of

measures after taking verbs and adjectives into consideration under wall are shown in Figure 6.2. After verbs

were considered, E-lesk and res achieved lower CER than that achieved when only nouns were considered,

while other measures only underwent marginal changes on CER. When adjectives were further considered,

both E-lesk and vector improved the CER over that achieved when nouns and verbs were considered.

Table 6.1 reports the experiment results of the CER achieved under selected settings and by selected mea-

sures on the study3 corpus, in which Table 6.1(a) reports descriptive statistics and Table 6.1(b) shows relative

improvements. Two word settings are included: nouns alone and content words (noun-verb-adjective). Re-

sults of the top two measures from each group are reported, including jcn and res in the corpus-enhanced

group and E-lesk and vector in the gloss-based group.

(a) Descriptive statistics of CERs achieved by different measures under two settings

Nouns Content Words
CS CSSYN jcn res E-lesk vector E-Lesk vector

Mean (%) 12.57 11.54 11.37 11.38 11.30 11.32 11.07 11.15
Std. 6.36 5.71 5.97 5.69 5.87 5.84 5.97 5.74

(b) Relative improvement (%) of CERs achieved by different measures under two
settings

Nouns Content Words
jcn res E-lesk vector E-Lesk vector

CS 9.55 9.47 10.10 9.94 11.93 11.30
CSSYN 1.47 1.39 2.08 1.91 4.07 3.38

Table 6.1: Classification error rates of confidence measures on the Study3 corpus when non-linguistic, syn-
tactic and semantic features were included

Compared to the CER achieved by CSSYN, more relative improvements were achieved in the content
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(a) Descriptive statistics of Fs, RECs, and PREs achieved by different measures under two settings

Nouns Content Words
CS CSSYN jcn res E-lesk vector E-Lesk vector

F Mean (%) 38.08 46.52 49.20 49.10 50.03 50.14 51.54 50.75
Std. 15.07 16.62 14.75 13.92 13.64 13.08 12.65 13.10

REC Mean (%) 27.96 37.11 39.73 39.70 40.44 40.57 41.80 40.99
Std. 12.76 16.53 15.30 14.83 14.71 14.20 13.93 13.86

PRE Mean (%) 62.91 69.56 71.93 69.76 71.26 71.13 72.67 71.06
Std. 17.97 15.18 14.82 14.06 13.91 13.57 13.25 13.62
(b) Relative improvement (%) of Fs, RECs, and PREs achieved by different measures under
two settings

Nouns Content Words
jcn res E-lesk vector E-Lesk vector

F CS 29.21 28.94 31.38 31.67 35.35 33.27
CSSYN 5.76 5.55 7.55 7.78 10.79 9.09

REC CS 42.10 41.99 44.64 45.10 49.50 46.60
CSSYN 7.06 6.98 8.97 9.32 12.64 10.46

PRE CS 14.34 10.89 13.27 13.07 15.51 12.96
CSSYN 3.41 0.29 2.44 2.26 4.47 2.16

Table 6.2: F measure, REC, and PRE of confidence measures on the Study3 corpus when non-linguistic,
syntactic and semantic features were included

words setting than those in the nouns setting, and the largest relative improvement was achieved by E-lesk at

4.07% over that achieved by CSSYN, as shown in Table 6.1(b).

In comparison to the CER achieved by CS, the relative improvements ranged from 9.47% to 11.93%, with

E-lesk’s being the largest in the content words setting.

F, PRE, and REC

The results in F measure, PRE, and REC, including the descriptive statistics (Table 6.2(a)) and relative im-

provement (Table 6.2(b)) under the nouns alone and content words settings by the selected measures are

reported in Table 6.2.

Similar to the results on CER, the combination of semantic features from every semantic relatedness

measure and CSSYN achieved better F measure than that achieved by CSSYN alone. As observed from CER,

the largest relative improvement (10.79%) in F measure over that of CSSYN was achieved by E-lesk under

the content words setting, as evidenced in Table 6.2(b).

Further analysis of F measure in terms of REC and PRE reveals how F measure was impacted by REC

and PRE. As shown in Table 6.2(b), compared to REC obtained by CSSYN, the relative improvements in REC

achieved by all measures ranged from 6.98% to 12.64%. However, the improvements in PRE over that of

CSSYN were weaker, and only ranged from 0.29% to 4.47%.



68

Figure 6.3: Effect of window size on classification error rates when measures were used for nouns on the
WSJ corpus

The relative improvement in REC showed trends similar to the relative improvement in PRE. The largest

improvement in REC over that achieved by CSSYN was 12.64%, which is much higher than the largest

improvement in PRE (4.47%). Both the largest improvements in REC and PRE were achieved by E-lesk

under the content words setting. E-lesk achieved a 49.50% relative improvement in REC and a 15.51%

relative improvement in PRE over the corresponding results for CS.

6.3.3 Experiment Results on the WSJ Corpus

Classification Error Rate

Figure 6.3 shows the classification error rates of the five semantic relatedness measures under different win-

dow size when only nouns were considered. Each bar represents a specific window size. lin showed a different

trend than did other measures, and CER achieved by lin worsened as window size increased. On average, all

the measures except lin achieved the best CER under w20. Compared to w3 and wall, all the measures except

lin achieved better CERs under w20. Compared to w10, jcn, E-lesk, and vector achieved better CER, and res

achieved similar under w20. Therefore, we chose w20 as the window setting in the following analyses.

CERs of the five semantic relatedness measures following the incorporation of verbs and adjectives are

shown in Figure 6.4. After verbs were considered, all the measures showed worse CERs than those achieved

by using nouns alone. When adjectives were further considered, E-lesk and vector achieved worse CERs than

those achieved when only nouns and verbs were considered. Therefore, only the results of the four measures

under the nouns setting were selected for comparison to results obtained by CSSYN and CS in the following

analysis.
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Figure 6.4: Classification error rates of measures for nouns, noun-verbs, and noun-verb-adjectives on the
WSJ corpus

(a) Descriptive statistics of CERs achieved by different measures under nouns setting

Nouns
CS CSSYN jcn res E-lesk vector

Mean (%) 11.41 10.75 10.52 10.57 10.55 10.56
Std. 4.38 3.87 3.76 3.92 3.71 3.78

(b) Relative improvement (%) of CERs achieved by dif-
ferent measures under nouns setting

Nouns
jcn res E-lesk vector

CS 7.80 7.36 7.54 7.45
CSSYN 2.14 1.67 1.86 1.77

Table 6.3: Classification error rates of confidence measures on the WSJ corpus when non-linguistic, syntactic
and semantic features were included

In Table 6.3, descriptive statistics (Table 6.3(a)) and relative improvement (Table 6.3(b)) of CERs achieved

under the selected setting and by the selected measures on the WSJ corpus are reported.

jcn achieved the largest relative improvement in CER (2.11%) over CSSYN, as evidenced in Table 6.3(b).

Compared to the corresponding CER achieved by CS, all the selected measures yielded relative improvements

of CER over 7%.

F, REC and PRE

In Table 6.4, descriptive statistics (Table 6.4(a)) and relative improvement (Table 6.4(b)) of F measure, REC,

and PRE achieved under the selected settings and by the selected measures on the WSJ corpus are reported.

The finding in the improvement in F measure over that achieved by CSSYN was similar to the improve-

ment in CER over that achieved by CSSYN. The four measures achieved similar results in F and jcn had the
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(a) Descriptive statistics of Fs, RECs, and PREs achieved by different measures under nouns
setting

Nouns
CS CSSYN jcn res E-lesk vector

F Mean (%) 16.35 24.19 26.29 25.93 25.58 25.89
Std. 7.96 10.70 11.33 9.60 12.09 11.56

REC Mean (%) 9.63 15.64 17.03 16.57 16.58 16.78
Std. 4.92 9.33 9.77 8,32 10.23 9.84

PRE Mean (%) 58.20 69.45 71.61 73.03 70.74 70.41
Std. 22.38 17.89 19.86 15.82 15.92 19.64
(b) Relative improvement (%) of Fs, RECs, and PREs achieved by
different measures under noun setting

Nouns
jcn res E-lesk vector

F CS 60.80 58.59 56.45 58.35
CSSYN 8.68 7.19 5.75 7.03

REC CS 76.84 72.07 72.17 74.25
CSSYN 8.89 5.95 6.01 7.29

PRE CS 23.04 25.48 21.55 20.98
CSSYN 3.11 5.15 1.86 1.38

Table 6.4: F measure, REC, and PRE of confidence measures on the WSJ corpus when non-linguistic, syn-
tactic and semantic features were included

largest relative improvement (8.68%), as shown in Table 6.4(b).

Further investigations of F measure into REC and PRE revealed that REC showed the same improvement

pattern as F. Compared to corresponding results achieved with CSSYN, the largest relative improvement in

REC was 8.89%, while the largest relative improvement on PRE was 5.15%, which were achieved by jcn and

res respectively. Compared to corresponding results achieved with CS, a 76.84% relative improvement was

achieved by jcn in REC and a 25.48% relative improvement was achieved by res in PRE.

6.3.4 Discussion

In light of the above results from our experiments on the semantic relatedness measures using the study3

corpus and the WSJ corpus, we can find that, with a few exceptions, larger context is generally better than

smaller context for error detection. On average, context size of all words for the study3 corpus and of 20

words for the WSJ corpus yielded the best performances. A smaller window size of 3 yielded the worst

performance in most settings on both corpora. Of course context should not be expanded without any limit,

because additional noises may overwhelm the actual signals, as evidenced by the superior performance of

w20 over wall on the WSJ corpus. Determination of the appropriate size of context is a research issue for

further investigation.
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noun verb adjective
study3 20.36 14.90 5.73
WSJ 30.16 16.75 7.44

Table 6.5: Distribution of content words in both the study3 corpus and the WSJ corpus

The study3 corpus and the WSJ corpus achieved their best performance in two different settings. The

difference could be caused by the different speech styles of the two corpora. The WSJ corpus consists of

news style dictation delivered by professional journalists, and the study3 corpus contains common office

communication style speech delivered by college students. Speech utterances in the WSJ corpus are more

topic-oriented and compact than the utterances of the study3 corpus which are relatively loose in topic. Table

6.5 shows the distribution of all content words for different grammatical categories in both the study3 corpus

and the WSJ corpus. The table also shows the difference between the distributions of each grammatical

category in the two corpora. The percentage of nouns in the WSJ corpus is much higher than that in the

study3 corpus, which has a relatively balanced noun-verb proportion.

6.4 Summary

In this chapter, we evaluated the performance of various WordNet-based semantic relatedness measures. It

was found that jcn had the best performance when only nouns were used, and this observation confirms other

research findings. E-lesk showed a better performance than jcn on the study3 corpus under larger window

size. On both corpora, the incorporation of word relatedness features led to small but consistent improvement.

Compared to the CER obtained by CS features alone, the combination of all linguistic features (including

both syntactic and semantic features) and CS features achieved improvements in CER: an 11.93% relative

improvement on the study3 corpus and a 7.80% relative improvement on the WSJ corpus in their respective

settings for best performance. Moreover, the relative improvements in F measure by the combination of

all features are also big in their respective settings for best performance: 35.35% on the study3 corpus and

60.80% on the WSJ corpus.



Chapter 7

LEXICAL COHESION ANALYSIS

A text or a document is typically composed of sentences. The arrangement of sentences is not random but is

semantically dependent. The semantics of text is conveyed through the cohesion of sentences. Halliday and

Hasan [36] defined cohesion as “relations of meaning that exist within the text, and that define it as a text.”

Cohesive relations unify different parts of the text, and connect a sentence to surrounding sentences to make

the text coherent. An SR error may break the flow of semantic relatedness and therefore not cohere with other

words in the text. In this chapter, we explore the detection of SR errors through analysis of text cohesion, and

more specifically, lexical cohesion.

7.1 Lexical Cohesion

7.1.1 Cohesion

Halliday and Hasan [36] classified cohesion into five categories based on the linguistic form of which cohe-

sion may take: reference, substitution, ellipsis, conjunction, and lexical cohesion. We will briefly introduce

the first four categories and will focus on lexical cohesion in the remainder of this chapter.

Reference

Reference is a type of cohesion in which the interpretation of an element is not based on its own meaning but

on the meaning of other items it references. Reference itself is a semantic relation between words. However,

because reference is always represented through close words such as pronouns, it thus is grammatical in

72
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representation form. In example 1, several reference relations exist: his refers to Jim, they refers to Jim and

his friends, and it refers to dinner.

Example 1: Jim went out for dinner with his friends. They all enjoyed it.

Substitution and Ellipsis

Substitution and ellipsis represent grammatical relations between items. Substitution is the replacement of

one item with another, and ellipsis is a special case of substitution and is the omission of an item. Substitu-

tion and ellipsis are also grammatical in representation form, and their boundary to reference is sometimes

ambiguous. Example 2 demonstrates substitution because did in Mary did substitutes clean. Example 3

demonstrates ellipsis because clean is omitted after did in he did.

Example 2: Did Jim clean the room? No, Mary did.

Example 3: Did Jim clean the room? Yes, he did.

Conjunction

Conjunction is a type of cohesion which connects semantic meanings between components indirectly through

specific meanings held by words or phrases which grammatically connect components. From the point of

representation, conjunction is mainly grammatical and may be lexical. In example 4, therefore connects the

meaning of the two sentences through a consequent relation.

Example 4: Jim works hard. Therefore he succeeds in the competition.

7.1.2 Lexical Cohesion

Lexical cohesion, by definition, is a lexical relation based on the selection of vocabulary, and it includes

various kinds of semantic relations existing between two items. Unlike other types of cohesion, lexical

cohesion is represented through open class words such as nouns. Another unique characteristic of lexical

cohesion is that it need not be grammatically analyzed like the other four types of cohesion because it can be

directly observed on the surface of the text.

Lexical cohesion is the most common type of cohesion. Hoey [41] summarized the frequencies of five

types of cohesion on seven different types of text analyzed by Halliday and Hasan [36], and found that lexical
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Repetition [1.a] Jim is reading a novel.
[1.b] He thinks it is a good novel.

Synonym/Near-Synonym [2.a] A new bicycle is what Jim wants for the gift.
[2.b] He hopes to ride the new bike to school.

Superordinate [3.a] Jim eats a banana everyday.
[3.b] Doctor told him that this fruit is high in potassium.

General Words [4.a] Jim plans a trip to Antarctic.
[4.b] This will be the first time he visit that place

Table 7.1: Example of reiteration relations

cohesion has the highest frequency and comprises 42% of all cohesion relations. Therefore, lexical cohesion

is the most important type of cohesion and is the focus of our research in this chapter.

Halliday and Hasan [36] also classified lexical cohesion into two groups, reiteration and collocation,

based on the nature of the cohesive relation, be it reference- or form-related.

Reiteration

Reiteration is the action of repeating and has other variations in addition to simple repetition. Table 7.1 lists

and illustrates possible relations in the reiteration category. As listed first, reiteration is the exact repetition of

a lexical item, which is the most restrictive case. novel in sentence 1.b is the repetition of novel in sentence

1.a. Secondly, reiteration can be represented though the usage of a synonym or near-synonym of a lexical

item. bicycle in sentence 2.a and bike in sentence 2.b are synonyms. Third, reiteration can be realized by

using a superordinate of a lexical item. As shown in sentence 3.b, fruit is more general than and is the

hypernym of banana. Finally, the most loosely defined type of reiteration is the replacement of a lexical item

with a general word. In sentence 4.b, place is a general word for locations such as Antarctic.

Collocation

Lexical cohesion in the collocation group has a large variation, but it follows the basic principle that cohesion

is expressed through the association of regularly co-occurring items. Collocations can be further divided into

two groups based on whether or not the relation of lexical items is systematically semantic.

Several types of systematically semantic relationships can be used to represent lexical cohesion. For

example, antonym describes the relationship of a pair of lexical items with their opposite meanings, such

as man and woman, love and hate, and beautiful and ugly. Meronym/holonym describes the part-whole

relationship between a pair of items, such as house and porch, and computer and memory. Coordinate items
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are those items sharing the same hypernyms, such as novel and story, and run and jog.

There also exist item pairs associated with each other through relations which are difficult to categorize

under any of the above systematically semantic terms. Instead these relations could be established by identi-

fying item pairs in similar lexical contexts. Then the lexical cohesion exists between items occurring in the

same lexical environment.

7.1.3 Applications by Analyzing Lexical Cohesion

In a text, cohesion does not only exist between a pair of words but also can span across multiple words and

form cohesive chains [36]. Typically, many interactive cohesive chains exist in a text. When only lexical

cohesion is considered, cohesive chains can simply be referred to as lexical chains [78]. Lexical chains

have been used in various natural language applications, such as text segmentation [78], information retrieval

[106], text summarization [3], topic detection [107], question answering [76], correction of malapropisms

[40], etc. In these applications, the cohesive relationships between words were extracted from knowledge

sources such as WordNet or Roget’s thesaurus.

Hirst and St-Onge’s Correction of Malapropisms Based on Lexical Chains

Hirst and St-Onge [40] applied lexical chains to detect and correct malapropisms in written text. Malapropisms

are unintentionally misused words that are similar, often phonetically, to but semantically different from in-

tended words. The idea underlying Hirst and St-Onge’s method is that the more semantically different a word

is from other words in a text, the higher probability the word is a malapropism. Lexical chains can be used

to connect semantically related words. It was assumed that if a word does not belong to any lexical chains

and is orthographically similar to a word that can be incorporated into a lexical chain, the word is likely a

malapropism. The construction of lexical chains involved three factors: word choice, relation choice, and

chain construction.

word choice Words that can be found in the noun index of WordNet or can be morphologically transformed

into the words contained therein were candidate words. If possible, compound words and phrases

included in WordNet were extracted first from the text. All these words must not appear in a stop-word

list, which contains close-class words and high-frequency words.

relation choice Twelve semantic or lexical relations defined in WordNet were used. They were also-see,
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antonym, attribute, cause, entailment, holonym, hypernym, hyponym, meronym, pertain, similar, and

synonym. Word repetition and word as a part of phrase and compound were also used.

chain construction To build chains, relations between two words were divided into three groups by relation

strength:

• Extra-strong: one word is a literal repetition of the other

• Strong: a strong relation can exist in the following conditions:

– one sense of a word is synonymous of one sense of the other word

– one sense of a word is connected to one sense of the other word by a horizontal link (e.g.

antonymy, similarity, and see also)

– one word is a compound word or a phrase that contains the other word

• Medium-strong: a medium strong relation exists if at least one allowable path connects one sense

of each word. A path was defined as a sequence of at most five links between two synsets. Several

rules were defined to determine the existence of a path.

Different weights were assigned to relations in different group. Unlike the extra-strong and strong rela-

tions which were assigned to a constant weight, the weights of the medium-strong relations depended

on path length and number of direction changes.

When a word initiated a new chain, all of its synsets attached to it because no contextual information

was available to discriminate them. Upon a new word w, the decision of which chain w would be

inserted were firstly made. To make this decision, the relations between w and words in existing chains

were judged. Distance restrictions between w and words in chains were enforced for each group of

relations: 1) no limitation for extra-strong relation; 2) distance of seven sentences for strong relation;

3) distance of three sentences for medium-strong relations. When selecting a chain to add w, an order

of relations between words to be considered was enforced: extra-strong, strong, and medium-strong. If

w can not be inserted into any existing chains, a new chain was initiated.

After a new word was added to a chain, the synsets of the new word and words in the chain were

updated according to the relations that connect the new word and words in the chain. The new word’s

unconnected synsets were then eliminated, and the entire chain was scanned to delete unconnected

synsets of other words in the chain. This greedy strategy of removing synsets when inserting new

words gradually narrowed down the context and disambiguated words by eliminating unused senses.
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After lexical chains were constructed, words with no connection to other words were candidates for errors.

Possible spelling variations of a candidate error from a spelling checker could be added to existing chains. If

a variation can belong to any of the existing chains, the word was marked as an error.

Hirst and Budanitsky’s Correction of Malapropisms Based on Lexical Cohesion

Hirst and Budanitsky [39] also proposed a method to detect and correct malapropisms based on the analysis

of lexical cohesion. Instead of explicitly constructing lexical chains, they treated the text as a bag of words

and linked words that may have certain lexical relations.

Hirst and Budanitsky used the same criteria to choose candidate words as [40], though they chose different

relations. They used the semantic measure proposed by Jiang and Conrath [47] to measure the semantic

similarities between words. Correspondingly, WordNet was treated as a hierarchical structure such that only

semantic relations such as synonym and hypernym/hyponym, a subset of the relations used in [40], were

used. Minimal word sense disambiguation was performed, and every possible sense of a word was kept as

long as it connected to one sense of any other words. Therefore, a word linked to another word if one of its

senses was semantically similar to a sense of the other word. Given that the similarity computed by Jiang

and Conrath’s measure is not binary but numerical, they set a threshold to convert the numerical value into a

binary value. Two concepts were considered related if their semantic similarity was above the threshold and

unrelated if their semantic similarity was under the threshold. The threshold was set as the value under which

Jiang and Conrath’s measure achieved the best classification accuracy on 65 word pairs in Rubenstein and

Goodenough’s experiment [94].

The detection and correction procedures were the same as those in Hirst and St-Onge’s experiment. The

same corpus used by Hirst and St-Onge which includes 500 articles fromWall Street Journal corpus was used

to test the proposed method. One word in every 200 words was replaced by one of its spelling variations.

After eliminating articles without malapropizable words according to their criteria, on average there were 2.8

malapropisms per article.

To analyze the effect of context length on detection performance, they used paragraph as the basic unit

and tested contexts consisting of one paragraph, three paragraphs, five paragraphs, and the entire article.

Precision, recall, and F measure were used to test the detection performance. While no significant differ-

ence in detection performance was found between different context lengths, the best F measure (25.4%)

was achieved when one paragraph was used as the context; and the corresponding precision was 18.4% and
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recall was 49.8%. Results were compared with those of Hirst and St-Onge. Hirst and St-Onge’s lexical

chain method achieved an overall single-point performance of 17.4% F measure, which was lower than the

performance of 23.7% F measure achieved with a context length of one paragraph.

7.2 Detecting Errors through Lexical Cohesion Analysis

We treated the speech recognition output as a bag of words and linked each word with potentially related

words as Hirst and Budanitsky did. Two issues should be addressed prior to creating a linked graph: the

selection of candidate words and the measurement of semantic relatedness between words.

7.2.1 Candidate Words

Only content words bear meaning, so we selected nouns, verbs, and adjectives as candidates. However, only

verbs that have derivation relations in WordNet and are derivationally related to nouns were included. For

adjectives, only those pertainym to nouns were included. Words were not selected if they belong to the

stop words list, which consists of high frequency words and close words. Instead of referring to WordNet

in determining the parts-of-speech of words, an English part-of-speech tagger was used to parse the speech

recognition output. When nouns alone were considered, 19.99% of words in the study3 corpus and 30.05%

of words in the WSJ corpus were selected as candidate words. When all selected content words were con-

sider, the selected candidate words were 31.75% and 43.89% of output words in the study3 and WSJ corpus

respectively.

7.2.2 Choice of Semantic Measure

Two different groups of semantic relatedness measures were used. One included WordNet-based measures,

and the other included corpus-based measures. Measures based on WordNet can help capture reiteration

relations and systematic collocation relations. Measures based on statistical analysis of corpora are able to

identify non-systematic collocation relation to a certain extent.

Measures Based on WordNet

We chose Jiang and Conrath’s measure (jcn), and Extended Lesk measures (E-lesk) as WordNet-based mea-

sures. Both of them showed better performance than otherWordNet-based measures in Chapter 6. In addition,
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Jiang and Conrath’s measure achieved the best performance in [39].

Corpus-Based Measures

We used latent semantic analysis to perform word co-occurrence analysis. Words that co-occur in one docu-

ment were assumed to be semantically related. As will be discussed below, the degree of semantic relatedness

between a pair of words was measured by the cosine similarity between their vectors in the semantic space.

To simplify annotation, we refer to this measure as LSA-based.

Latent Semantic Analysis LSA was first developed for information retrieval and was referred to as latent

semantic indexing [23]. It is a fully automatic method and does not dependent on any pre-defined knowledge.

It is a technique for extracting the contextual usage of words by statistically analyzing a text corpus [57]. LSA

tries to discover deep rather than surface relations between words and context and to infer the underlying

meaning of text. In general, many words can represent the same meaning. A word may have more than

one meaning in different contexts. Therefore synonym and polysemy may introduce noise into text and pose

major problems for word-based methods. To tackle this problem, LSA first represents the text in a high

dimension then reduces the number of dimensions to only the most important.

A matrix X t× d of term and document can be built on a given text corpus. In X , rows stand for words,

and columns correspond to documents. The dimension of X depends on the term selection criteria and the

number of documents in the text corpus. Each cell (i, j) represents term i in document j, and the cell’s

value is derived using certain weighting schema. After a singular value decomposition is performed on X ,

X is factored into the production of three matrices as shown in Figure 7.1(a). S is the diagonal matrix of

singular values with rank r, which is less than or equal to the minimum of t and d. The singular values,

representing the scaling factor of each dimension, are sorted in descending order along the diagonal line. T

is the matrix with orthonormal unit-length columns (TT T = I) and represents the original term vectors by

left singular vectors. Similarly, D has the orthonormal unit-length columns (DT D = I) and represents the

original document vectors by right singular vectors. The product of these three matrices perfectly restores the

original matrix, as shown by Equation 7.1.

(7.1) X = TSD
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Figure 7.1: Latent Semantic Analysis

An approximate matrix that can maintain important relations while eliminating the noise is used to reduce

noise in the original matrix. Singular value matrix S is reduced to Ŝ with rank k by only keeping the top k

singular values which are expected to represent the most important dimensions. Correspondingly, both T and

D are reduced into T̂ and D̂ by keeping the first k columns, as shown in Figure 7.1(b). The production of the

three reduced matrices (see Equation 7.2) is an approximate of the original matrix and a least-square best fit.

(7.2) X ≈ X̂ = T̂ ŜD̂

With the reconstructed matrix, the similarity or distance between documents, terms, or terms and docu-

ments can be computed by using appropriate measures such as dot product, cosine, and Euclidean distance.

The most commonly used measure is the cosine between two vectors [57], which measures the overlaps along

each dimension and has the dimension-matching properties [56]. Given two terms ti and tj represented as

vectors of length n, their cosine similarity is computed according to Equation 7.3, which is the angle between

two vectors.
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(7.3) cosine(ti, tj) =
ti · tj

|ti| ∗ |tj |
=

n∑
d=1

ti,d ∗ tj,d
√

n∑
d=1

t2i,d ∗
√

n∑
d=1

t2j,d

Term weight As mentioned above, the value of each cell (i, j) in X is determined by certain weighting

schema. Generally, the weight of the term is the product of two parts, namely local weight and global weight,

as shown in Equation 7.4. Local weight is specific to each cell in X , and global weight is the same for every

cell in a row.

(7.4) termweight(i, j) = localweight(i, j)× globalweight(i)

Local weight is used to measure the importance of a term in the document. Generally, frequency of a

term positively correlates with its importance. The commonly used local weighting schema is term frequency

freq or the logarithm of freq. freq(i, j) is the number of times term i appears in document j. Global weight

calibrates the importance of a term across all the documents in a corpus. The more general a term is across an

entire corpus, the less importance the term is to a document. Various global weighting functions have been

proposed, such as normalization, inverse document frequency, and entropy.

Dumain [26] compared several combinations of different local and global weighting methods on infor-

mation retrieval tasks and found that the combination of the logarithmic term frequency and entropy [69]

produced the best performance. We used this combination as the weighting schema in the implementation of

LSA in this chapter, which is represented by Equation 7.5.
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localweight(i, j) = log(freq(i, j) + 1)(7.5a)

globalweight(i) = 1− entropy(i) = 1− H(d|i)
H(d)

(7.5b)

= 1−
−

N∑
j=1

p(i, j) log p(i, j)

log(N)

= 1 +

N∑
j=1

p(i, j) log p(i, j)

log(N)

where, p(i, j) =
freq(i, j)∑

j
freq(i, j)

Logarithmic term frequency decreases the effect of large differences in term frequency by using a log

function transformation. In Equation 7.5b, N is the number of documents in the corpus and H(d) is the

entropy of document distribution. H(d|i) is the entropy of a term across documents and measures the distri-

bution of the term over documents. When using a constant (1 in this case) to subtract the entropy as shown

in Equation 7.5b, a term is assigned a minimum global weight when it is equally distributed across all the

documents and has the maximum entropy, and is assigned the maximum global weight when it appears only

in several documents.

7.2.3 Connecting Words

Word Sense Disambiguation

WordNet-based measures compute the semantic relatedness between concepts rather than words. Therefore,

to add a link between a pair of words, the senses of the words should be disambiguated. To identify the

sense for each word, we adopted the assumption that each discourse has one sense [31]. We revised the

three-step procedure proposed by Galley and McKeown [32] for disambiguating word sense during lexical

chain construction to fit into our case, as described below:

1. All possible links between potential senses of words were maintained, forming a big concept graph.

2. The senses of all words were selected all at once. The number of links for each sense of a word was

computed for all words. The sense with the largest number of links was selected. If two or more senses

held the same number of links, the number of types of links for each sense of a word was computed. The
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sense with the largest number of types of links was selected. If a tie existed, the semantic relatedness of

their links was analyzed. The total weight (semantic relatedness) for each type of links was computed.

If the weights were comparable, the sense with the highest weight was selected. If the weights were

not comparable or a tie still existed, the sense appearing first in WordNet was selected.

3. When the sense of every word was identified, all other senses and their links were deleted from the

graph. The resulting graph was a word graph.

We gave the number of links and number of types of links precedence over the sum of semantic relatedness

when selecting word sense. The reason is that we used different methods to judge semantic relatedness

between concepts. In [32], WordNet relations were used and they were assigned different weights based

on the type of relation and allowed distance. These weights were comparable. However, we used the jcn

and E-lesk measures, and the semantic relatedness values computed by them could not be compared directly.

We could only compare weights computed by the same type of measure. If two competing senses had both

types of links, the selection decision could be made only when the comparison results on the weight of links

for both types had the same direction. Moreover, only links that had semantic relatedness over a predefined

threshold were assumed to be relevant.

Setting the Thresholds for WordNet Based Measures

To set the threshold for the WordNet-based measures, we followed the method used by Hirst and Budanit-

sky [39] by setting the threshold which can obtain the best classification accuracy on 65 word pairs whose

relatedness were judged by human subjects.

Rubenstein and Goodenough [94] selected 48 ordinary English nouns and formed 65 word pairs which

had relations ranging from highly synonymous to semantically unrelated. The task of the subjects was to rank

the word pairs on a scale of 0 to 4 based on the “similarity of meaning”. The higher the number, the more

semantically similar the two words are. Table 7.2 shows the 65 word pairs and their corresponding similarity

values perceived by subjects.

Figure 7.2(a) shows the average performance of subjects on 65 word pairs. The word pairs were listed

in ascending order of average similarity assigned by subjects. The x-axis represents word pairs, and the y-

axis represents average similarity values. Figure 7.2(a) reveals a big gap between pair 37 and 38. Pair 37 is

the “magician oracle” with similarity of 1.82, and pair 38 is the “crane implement” with similarity of 2.37.

Therefore, pair 37 can be treated as a dividing line separating word pairs into two groups. Pairs having a
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Word Pair Similarity Word Pair Similarity
cord smile 0.02 car journey 1.55
rooster voyage 0.04 cemetery mound 1.69
noon string 0.04 glass jewel 1.78
fruit furnace 0.05 magician oracle 1.82
autograph shore 0.06
automobile wizard 0.11 crane implement 2.37
mound stove 0.14 brother lad 2.41
grin implement 0.18 sage wizard 2.46
asylum fruit 0.19 oracle sage 2.61
asylum monk 0.39 bird crane 2.63
graveyard madhouse 0.42 bird cock 2.63
glass magician 0.44 food fruit 2.69
boy rooster 0.44 brother monk 2.74
cushion jewel 0.45 asylum madhouse 3.04
monk slave 0.57 furnace stove 3.11
asylum cemetery 0.79 magician wizard 3.21
coast forest 0.85 hill mound 3.29
grin lad 0.88 cord string 3.41
shore woodland 0.90 glass tumbler 3.45
monk oracle 0.91 grin smile 3.46
boy sage 0.96 serf slave 3.46
automobile cushion 0.97 journey voyage 3.58
mound shore 0.97 autograph signature 3.59
lad wizard 0.99 coast shore 3.60
forest graveyard 1.00 forest woodland 3.65
food rooster 1.09 implement tool 3.66
cemetery woodland 1.18 cock rooster 3.68
shore voyage 1.22 boy lad 3.82
bird woodland 1.24 cushion pillow 3.84
coast hill 1.26 cemetery graveyard 3.88
furnace implement 1.37 automobile car 3.92
crane rooster 1.41 midday noon 3.94
hill woodland 1.48 gem jewel 3.94

Table 7.2: Synonymy of theme pairs judged by participants [94]
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higher similarity than pair 37 were considered relevant, while pairs having a lower or an equal similarity to

pair 37 were treated as irrelevant. The thresholds for WordNet-based measures were set to values that led to

the best classification accuracy on the 65 word pairs.

Figure 7.2(b) and Figure 7.2(c) show the similarities on 65 word pairs computed using both Jiang and

Conrath’s measure and Banerjee and Pedersen’s extended lesk measure. For each word pair, the similarity

was the maximum similarity between any sense combinations of the word pair. As in Chapter 6, the similarity

value was computed using WordNet::Similarity.

Originally, Jiang and Conrath’s measure computed semantic distance instead of the semantic similarity.

To derive semantic similarity, WordNet::Similarity used the reciprocal of the distance, which resulted in a

very large similarity value for synonyms. To make it easy to plot on a graph, we simply replaced the large

value with a value higher than all other values (3 was used here). Figure 7.2(b) indicates that the threshold

can be set to around 0.25, because any lower value would result in inferior discriminatory ability.

In Figure 7.2(c), there is a gap between the value around 1 and the value around 0.5. Thus the threshold

can then be selected from the range between these two values. For the sake of simplicity, we selected 1 as the

threshold.

Linking Words

There are always repeated words in a document. A separate lexical relation “repeated” was used to link

different occurrences of the same word.

When WordNet-based measures were used, the procedure for word sense disambiguation was used to

build the final word graph. When LSA-based measure was used, links were discarded for word pairs having

similarity less than 0.1. The threshold of 0.1 was used because random word pairs have the cosine similarity

of 0.02+/-0.06 [55]. Since a low threshold is likely to introduce much noise and a high threshold is likely to

eliminate useful relations, the threshold for cosine similarity would be re-evaluated later.

To merge links from different relations, generally a word graph based on WordNet measures was first

constructed, and then the repeated links and links from LSA-based measure were added.

7.2.4 Error Detection

Once the word graph was built, it was augmented with the prediction probabilities from the output of the

confidence measure that combined non-linguistic features and syntactic features (CSSYN) as described in



86

0

0.5

1

1.5

2

2.5

3

3.5

4

1 37

Word Pair

S
im

il
a

ri
ty

(a) human

0

0.25

0.5

0.75

1

1.25

1.5

1.75

2

2.25

2.5

2.75

3

1 37

Word Pair

S
im

il
a

ri
ty

(b) Jiang and Conrath’s measure

0

0.25

0.5

0.75

1

1.25

1.5

1.75

2

2.25

2.5

2.75

3

3.25

3.5

1 37

Word Pair

R
e
la

te
n

e
s
s

(c) Banerjee and Pedersen’s extended lesk

Figure 7.2: Similarities of 65 word pairs determined by humans, Jiang and Conrath’s measure and Banerjee
and Pedersen’s extended lesk measure
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Chapter 5. As a result, every word w in the word graph had an initial label (label(w)), which was the label

set by the confidence measure. When confidence measure set the label for a word, it used a threshold of 0.5.

Given a word with probability (prob(w)), if prob(w) ≥ 0.5, w was set to be a correct word (label(w) = 1);

and if prob(w) was less than 0.5, w was set to be an error (label(w) = −1). With this setting, the experiment

results achieved by (CSSYN) in Chapter 5 serve as the baseline for the experiment in this chapter.

A word in the graph can exist in one of three states: with no edge, with repeated edges, and with relation

edges only. These three states were disjointed. For a word with both repeated edges and relation edges, it was

classified into repeated edges state. Different strategies were used for words in different states. Let C/w refer

to the set of words in the word graph except w, Aw refer to the word alternative hypotheses of w generated

by a speech recognition system, and a refer to an alternative hypothesis of w.

words with repeated edges (Repeat) For repeated words, we assumed that they should have the same label.

When speaking to computers, it is not uncommon that when SR mistakenly recognizes a word to

another word, the same error will happen again. If applicable, the majority vote was used to determine

the label. All words with the same or morphologically same lexical forms were considered. If more

than half of the words shared the same label, then the labels of all the other words were changed. If

same number of words sharing two different labels, nothing could be changed because no decision

could be made.

words with relation edges only (Edge) The words in this group were related to some words in C/w. We

assume that if a word was semantically related to some words that were correct with high confidence

and it was not an error with high confidence by itself, it was possibly correct. Words in this state

can only be reset to correct if possible, with the hope to correct some mistakenly predicted errors

which were related to the context. Words were categorized into three groups based on their probability:

correct words with high confidence (CH), errors with high confidence (EH), and others. A word w

belonged to the CH group if prob(w) was above an upper-threshold; w belonged to the EH group if

prob(w) was below a lower-threshold. If a word was related to a word in CH , we considered it to have

a support. For a word w not belonging to EH , its number of supports was counted. If the number of

supports of w was not below the support-threshold, it was set to be a correct word.

words with no edge (NoEdge) If a word w does not relate to any other words in C/w, it is a potential

error, because it seems out of context. Instead of simply labeling all singletons as errors, alternative
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hypotheses of singletons and their probabilities were considered. For a possibly erroneous word, its

correct output word may be one of its alternative hypotheses. Therefore, alternative hypotheses of

singletons were judged to see if they were related to other words in the context. Only the top alternative

hypotheses were selected to use because more noise would be introduced when more hypotheses were

used. When any one hypothesis of a singleton was related to some other words and also satisfied certain

conditions, the singleton may be an error. Word probability is also an important factor. Although a word

does not relate to any other words in the context, it may also be correct if other information has a high

confidence to judge it is correct because the semantic analysis is far from perfect by itself. To determine

if a singleton w is an error, several steps were followed as shown in Figure 7.3:

1. The words in Aw were sorted in decreasing order of their original scores assigned by a speech

recognition system. If w belonged to the top two alternative hypotheses, the hypothesis other than

w was selected. If w did not belong to the top two alternative hypotheses, both of the top two

hypotheses were selected. If there were alternative hypotheses shared the same score, they were

all selected. If the selected set was empty, step 5 was performed. In SR systems, the grammatical

category of an alternative hypothesis may not be the same as the output word. It is possible that

the selected hypotheses did not satisfy the criteria of candidate word. In such case, selected set

was empty and step 5 was performed.

2. Selected alternative hypotheses were each compared with other words in the word graph. If there

was one selected alternative hypothesis a that was the same as one non-singleton word wr, and

label(wr) = 1, w was set to be an error, and then the procedure was concluded.

3. If w is the top alternative hypothesis, step 5 was performed.

4. If there was one selected alternative a that was related to one non-singleton word wr through the

semantic relatedness measure, w was set to be an error under two conditions: label(wr) = 1, and

prob(wr) was higher than that of prob(w). If w was set to be an error, and then the procedure

was concluded.

5. If prob(w) < prob − threshold, w was set to be an error. prob-threshold was the threshold set

for probabilities of words, and was evaluated as a parameter.
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Figure 7.3: Flow chart for detecting SR errors on singleton words

7.3 Experiment

7.3.1 Experiment Setting

Latent Semantic Analysis

To determine word relatedness from latent semantic analysis, a training corpus that is homogenous to test

corpus is needed. The reference transcripts, not the SR output, were used for the training purpose.

study3 For the study3 corpus, two dictation corpora as training data were used. One corpus was collected

by the Interactive System Research Center at UMBC under the same setting of the study3 corpus with the

exception that more scenarios were used and participants were allowed to make the inline corrections during

dictation [99]. It includes 121 dictated texts from 15 speakers. Each dictation has about 400 words. The

other corpus was collected by Dr. Feng at Towson University. It includes 37 dictations from 37 speakers.

Each dictation has about 600 words. The collection procedure was similar to that of the study3 corpus. The

dictation software used was Microsoft Vista, and the dictation scenarios used were a subset of those used in

the first corpus.

WSJ For the WSJ corpus, the 8000 spontaneous utterances from both the training and development set

in the CSR-II corpus were used. The 8000 utterances were dictated by 40 journalists and had the same

spontaneous dictation style as the WSJ corpus. The 200 utterances dictated by each journalist cover several
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topics. To group the utterances based on topic, utterances from a journalist were merged together in one

document and then were automatically segment into topic chunks by C99 text segmentation [19] software 1.

There were totally 1274 topic chunks were generated.

The term-document matrix was built with each non-stop word as a row and a document/topic chunk as a

column. A stop word list was used and no stemming was done to the words. JAMA 2, a Java matrix package,

was used to get the singular value decomposition of the term-document matrix. For the study3, the matrix

had 2213 rows and 158 columns; for the WSJ corpus, the matrix had 6700 rows and 1274 columns. The top

50 dimensions were used.

Word Relatedness Computation

As in Chapter 6, we used WordNet::Similarity as the implementation of WordNet-based measures to compute

semantic relatedness between words.

Threshold Setting

To correct the labels of words in the Edge group, the upper-threshold was set to 0.9, and the lower-threshold

was set to 0.1. The support-threshold was set to be the smaller number of three and (|C/w| + 1)/5.

Experiment Settings

The proposed method was first tested on the constructed word graphs by considering each WordNet-based

measure separately. Then the LSA-based measure was combined with each WordNet-based measure to find

out if the incorporation of collocation relations extracted from statistical analysis can help improve error

detection performance. Two types of word choice settings, nouns only and content words, were tested. The

prob-threshold and the threshold for cosine similarity (cosine-threshold) were the two parameters needed to

determine.

7.3.2 Experiment Result on the Study3 Corpus

Upperbound

In lexical cohesion analysis, only selected content words may change their labels, and other words keep their

labels unchanged. The performance upperbound achieved by lexical cohesion analysis is generally lower
1Available from http://myweb.tiscali.co.uk/freddyyychoi/software/software.htm
2Available from http://math.nist.gov/javanumerics/jama/
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CER(%) Pre (%) Rec (%) F (%)
nouns 8.96 82.43 51.66 62.19
content words 7.51 86.19 60.42 70.40

Table 7.3: Upperbounds of CERs, PREs, RECs, and Fs of lexical cohesion analysis on the study3 corpus
under both noun words and content words settings

Nouns Content Words
Mean (%) Std.(%) Mean (%) Std.(%)

CER 11.35 5.66 11.33 5.67
PRE 72.38 13.97 72.74 13.39
REC 36.98 16.56 36.86 16.59
F 46.75 16.48 46.70 16.45

Table 7.4: Descriptive statistics of CERs, PREs, RECs, and Fs on the study3 corpus for words with repeated
edges in lexical cohesion analysis

than the perfect performance. The upperbounds of CERs, PREs, RECs, and Fs achieved by lexical cohesion

analysis were obtained by setting the labels of all selected words to their true labels, which represents the

situation that all selected words were correctly labeled. Table 7.3 shows the upperbounds under noun words

and content words settings.

Words with Repeated Edges

All the measures had the same performance on words with repeated edges because the repeated relation is

independent of relatedness measures. The CER, PRE, REC, and F measure after the majority vote on those

words are shown in Table 7.4. Compared to the corresponding results by CSSYN in Chapter 5, there was a

slight improvement in CER and F.

Words with Relation Edges Only

Table 7.5 shows the CERs, PREs, RECs, and F measures when words with relation edges were processed.

Compared to the corresponding results by CSSYN in Chapter 5, improvement on the four metrics, if any, was

rather small.

Words with no Edge

A range of prob-thresholds from 0.5 to 1.0 was tested in increments of 0.1. The value of 0.5 was chosen

as the starting value because words with probabilities lower than 0.5 were errors by default. Therefore, the

performance achieved at a threshold lower than 0.5 is equivalent to that achieved with a threshold of 0.5.
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Nouns Content Words
Jcn E-lesk Jcn E-lesk

Mean (%) Std.(%) Mean (%) Std.(%) Mean (%) Std.(%) Mean (%) Std.(%)
CER 11.50 5.70 11.52 5.70 11.50 5.70 11.48 5.68
PRE 69.86 15.13 69.72 15.05 69.86 15.13 70.07 15.13
REC 36.98 16.56 36.98 16.56 36.98 16.56 36.98 16.56
F 46.49 16.65 46.46 16.63 46.49 16.65 46.58 16.74

Table 7.5: Descriptive statistics of CERs, PREs, RECs, and Fs on the study3 corpus for words with relation
edges only in lexical cohesion analysis

Figure 7.4: CERs under different prob-thresholds on the study3 corpus for words without edges in lexical
cohesion analysis

When the threshold was 0.5, a word could be set to an error only when one of the word’s selected alternative

hypotheses was related to some other words in certain way in the document. When the threshold was 1.0, all

words without edges were set to errors regardless of their hypotheses. When the threshold was between these

two values, both alternative hypotheses and word prob-threshold played role.

Figure 7.4 shows the changes of CER with different prob-thresholds by jcn and E-lesk measures under

both noun words and content words settings. Each line represents one combination setting of the measure

and word setting. When prob-threshold was 0.5, there was little change in the CER on all settings. When

prob-thresholdwas 1.0, the CERs greatly increased and did not show on the figure: under noun words setting,

jcn and E-lesk achieved a CER of 14.07% and 13.83% separately; and under content words setting, jcn and

E-lesk achieved a CER of 17.28% and 16.15% separately. The results achieved when prob-threshold was 1.0

suggest that more words were set to incorrect labels than to correct labels. Lines in figure 7.4 clearly indicated

that a threshold of 0.8 led to the best CER under all combinations of settings, and the CERs were decreasing

and then increasing. Therefore, 0.8 was chosen as one prob-threshold for the rest of the experiments.
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(a) Descriptive statistics of CERs, PREs, RECs, and Fs when prob-threshold is 0.5

Nouns Content Words
Jcn E-lesk Jcn E-lesk

Mean (%) Std.(%) Mean (%) Std.(%) Mean (%) Std.(%) Mean (%) Std.(%)
CER 11.32 5.72 11.38 5.78 11.30 5.71 11.28 5.66
PRE 72.67 13.93 72.41 13.85 71.08 11.36 72.01 11.75
REC 37.75 16.14 37.79 16.14 38.57 15.82 38.26 15.91
F 47.55 15.84 47.50 15.76 48.26 15.46 47.99 15.29

(b) Descriptive statistics of CERs, PREs, RECs, and Fs when prob-threshold is 0.8

Nouns Content Words
Jcn E-lesk Jcn E-lesk

Mean (%) Std.(%) Mean (%) Std.(%) Mean (%) Std.(%) Mean (%) Std.(%)
CER 11.01 5.86 11.12 5.70 11.09 6.13 11.07 5.74
PRE 72.81 12.63 72.46 12.02 69.81 10.22 69.84 9.67
REC 43.08 13.98 41.43 14.28 46.33 13.60 44.41 13.77
F 52.35 12.68 50.97 13.05 54.34 11.55 52.99 11.97

Table 7.6: Performance of lexical cohesion analysis by WordNet-based measures on the study3 corpus under
two selected prob-thresholds

Combination of All Three Groups of Words

The CERs, PREs, RECs, and F measures achieved by the combination of all the above three groups of word

are shown in Table 7.6. Results from two prob-thresholds, 0.5 (Table 7.6(a)) and 0.8 (Table 7.6(b)), are

reported. The 0.5 prob-threshold represented the baseline threshold under which word probabilities did not

play roles for words without edges. The 0.8 prob-threshold was the threshold under which the best CERs

were achieved by all measures and settings for words without edges.

Since words in the three groups are disjoint, the overall performance is simply the aggregation of the

performance of the individual groups. Under both prob-thresholds, the difference in performance between

different measures in both word choice settings was small. However, there was some improvement in CER

and F over those of the CSSYN under both thresholds, particularly the 0.8 threshold.

Incorporating the LSA-basedMeasure

Performances reported thus far were achieved by using WordNet-based measures alone. Figure 7.5 shows

the CERs achieved by integrating the LSA-based measure with WordNet-based measures. When both LSA-

based and WordNet-based measures were integrated, selected words could be connected through relations

determined either by a WordNet-based measure or by a LSA-based measure. Words were only classified into

the no edge group when they were not related to any other words by any of the possible relations.

Two prob-thresholds were continued to be used in the following experiment. Figure 7.5(a) presents the
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variations in CER with different thresholds of cosine similarity values when the prob-threshold is 0.5, and

Figure 7.5(b) plots CERs for different cosine similarity values when the prob-threshold is 0.8. In both figures,

there are four lines, denoting four types of combination of WordNet measures and word choice settings:

noun–jcn, noun–E-lesk, content–jcn, and content–E-lesk.

It can be observed from both figures, when cosine-threshold is increasing, CER decreases then increases.

When the cosine-threshold is set too low, more words may relate to one another, and more noise will be

introduced. When the cosine-threshold is set too high, too few relations will exist between words under the

LSA-basedmeasure, and the CER will be similar to that achieved without use of it. After integrating the LSA-

based measure with WordNet-based measures, in general when cosine-threshold was larger than 0.3, more

gains were obtained when all content words were used than when only nouns were used. The only exception

is the combination of jcn and LSA-based measure when prob-thresholds was 0.8, under which when cosine-

threshold was too high noun words setting had the better CER than content words setting did. These results

demonstrate that distributed measure could detect useful semantic relations across grammatical categories.

Table 7.7 shows the CERs, PREs, RECs, and F measures at the cosine-thresholds when most of the CER

lines reach their lowest points. Figure 7.5 indicates the cosine-threshold of 0.5 for prob-threshold 0.5 and the

cosine-threshold of 0.6 for prob-threshold 0.8. Compared to CERs presented in Table 7.6, more improvement

in CER was achieved under the content words setting than that achieved under the noun words setting. In

addition, the comparisons of PREs, RECs and F measures to the corresponding results in Table 7.6 show that

F measures stayed almost the same, while PRE increased and REC decreased.

Performance of the LSA-basedMeasure

Under the content words setting, the combination of the LSA-based measure and WordNet-based measures

helped to improve the CERs and precision of error detection over those achieved byWordNet-based measures

alone. To verify if the improvement indeed resulted from the combination, the performance of using LSA-

basedmeasure alone was evaluated. To this end, the performance of the LSA-basedmeasure on different word

choice settings under the same threshold settings as presented in Table 7.6(b) were evaluated. For words with

repeated edges, same performance was achieved by LSA-based measure as that of WordNet measures, which

can be referred back to Table 7.4.

Table 7.8 shows the CERs, PREs, RECs, and F measures of the LSA-based measure for the combination

of all groups of words and for the two individual groups. NoEdge is the word group in which words have no
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Figure 7.5: CERs of lexical cohesion analysis on the study3 corpus when integrating WordNet-based mea-
sures and LSA-based measure with varied cosine similarity thresholds
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(a) Descriptive statistics of CERs, PREs, RECs, and Fs when prob-threshold is 0.5 and cosine-threshold is 0.5

Nouns Content Words
Jcn E-lesk Jcn E-lesk

Mean (%) Std.(%) Mean (%) Std.(%) Mean (%) Std.(%) Mean (%) Std.(%)
CER 11.33 5.66 11.26 5.56 11.13 5.71 11.14 5.55
PRE 72.89 13.38 73.15 13.11 74.91 12.68 74.58 12.00
REC 37.08 16.19 37.29 16.02 37.45 15.83 37.37 15.60
F 46.96 15.73 47.26 15.63 47.84 15.28 47.76 15.10

(b) Descriptive statistics of CERs, PREs, RECs, and Fs when prob-threshold is 0.8 and cosine-threshold is 0.6

Nouns Content Words
Jcn E-lesk Jcn E-lesk

Mean (%) Std.(%) Mean (%) Std.(%) Mean (%) Std.(%) Mean (%) Std.(%)
CER 10.94 5.76 11.08 5.64 10.75 5.90 10.89 5.68
PRE 73.3 11.89 72.87 11.58 74.15 12.60 72.87 11.98
REC 42.66 13.91 40.93 14.08 45.53 14.09 43.84 14.12
F 52.23 12.50 50.69 12.82 54.86 12.48 53.39 13.02

Table 7.7: Performance of lexical cohesion analysis on the study3 corpus when integratingWordNet measures
with LSA-based measure under two selected prob-thresholds and cosine-thresholds

edges. Correspondingly, Edge denotes words with relation edges only. ALL represents the combination of

all three groups of words. As shown in Table 7.8, the LSA-based measure by itself can achieve comparable

performance to that achieved through measures based on WordNet.

Do WordNet-based measures and LSA-based measure provide complementary information?

Figure 7.6 shows the CERs achieved by WordNet-based measures, LSA-based measure, and their combina-

tions under two selected threshold settings for both noun words and content words. The combinations of

WordNet-based measures and the LSA-based measure were annotated by connecting their names with a dash

(“-”). For example, jcn-lsa stands for the combination of the jcn measure and the LSA-based measure. Be-

cause two WordNet-based measures (jcn and E-lesk) and one LSA-based measure were used, five bars were

used to represent the performance of individual measures and their combinations, specifically jcn, jcn-lsa,

lsa, E-lesk-lsa, and E-lesk. These five bars corresponded to two comparisons: one was jcn-lsa, jcn, lsa; and

the other was E-lesk-lsa, E-lesk, lsa.

Under both threshold settings the combination of WordNet-based measures and LSA-based measure had

a relatively bigger improvement on CER for content words than for noun words, which is evidenced from

Figure 7.6(a) and Figure 7.6(b).

To find out if the improvement in CER achieved by the combination of WordNet-based measures and

the LSA-based measure over those achieved by individual measure alone were significant or not, repeated
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(a) prob-threshold is 0.5, and cosine-threshold is 0.5

(b) prob-threshold is 0.8, and cosine-threshold is 0.6

Figure 7.6: CERs of lexical cohesion analysis on the study3 corpus by WordNet-based measures, LSA-based
measure, and their combinations under two selected threshold settings for both noun words and content words
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(a) Descriptive statistics of CERs, PREs, RECs, and Fs when prob-threshold is 0.5 and cosine-threshold is 0.5

Nouns Content Words
NoEdge Edge All NoEdge Edge All

Mean Std. Mean Std. Mean Std. Mean Std. Mean Std. Mean Std.
(%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)

CER 11.54 5.71 11.49 5.70 11.37 5.65 11.49 5.77 11.44 5.58 11.24 5.64
PRE 68.77 15.18 70.74 14.15 71.46 13.10 69.37 14.83 70.67 14.01 72.54 12.21
REC 37.20 16.87 36.60 16.26 36.81 16.59 38.08 16.17 36.27 16.59 37.18 16.19
F 46.50 16.86 46.25 16.27 46.54 16.44 47.44 15.68 45.96 16.90 47.17 15.76

(b) Descriptive statistics of CERs, PREs, RECs, and Fs when prob-threshold is 0.8 and cosine-threshold is 0.6

Nouns Content Words
NoEdge Edge All NoEdge Edge All

Mean Std. Mean Std. Mean Std. Mean Std. Mean Std. Mean Std.
(%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)

CER 11.35 5.86 11.46 5.72 11.14 5.82 11.26 6.01 11.46 5.66 11.03 5.92
PRE 69.29 11.88 70.90 14.17 71.68 11.80 68.67 13.96 70.55 14.23 70.61 12.89
REC 43.14 13.76 36.98 16.56 43.14 13.76 46.56 13.52 36.79 16.89 46.24 13.92
F 54.44 12.58 46.58 16.52 52.15 12.31 51.86 12.62 46.29 17.10 54.64 12.73

Table 7.8: Performance of lexical cohesion analysis on the study3 corpus when using LSA-based measure
alone under two selected prob-thresholds and cosine-thresholds

measure analyses were conducted for the content words setting. CER was the dependent variable for repeated

measure analyses. The independent variable for each repeated measure analysis was the measures it used, and

had three levels. The values of the independent variables corresponded to the two comparisons introduced

above. For each possible value of the independent variable, two threshold settings were considered, which

resulted in four repeated measure analyses in total. Besides the main effect of the independent variable, the

multiple comparisons were also conducted to compare the difference in CER between different measures.

Table 7.9 shows the analysis results, in which the numbers in the second column represent the threshold

setting, and the first and second numbers represent the prob-threshold and the cosine-threshold, respectively.

Results from all four repeated measure analyses revealed that there were no significant changes in CER

when different measures were used. However, the multiple comparison results showed some difference.

E-lesk-lsa did not significantly improve the CERs achieved by E-lesk and lsa alone under both threshold

settings. jcn-lsa significantly improved the CER achieved by lsa alone (p < 0.05) and weakly improved the

CER achieved by jcn alone (p = 0.088) under the threshold setting with prob-threshold of 0.8 and cosine-

threshold of 0.6. Under the threshold setting with prob-threshold of 0.5 and cosine-threshold of 0.5, jcn-lsa

significantly improved the CER achieved by jcn alone (p < 0.05).

The effects of the combination of jcn and lsa on individual measures is different from those of the com-

bination of E-lesk and lsa. One possible explanation is that jcn can only measure the semantic relatedness
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Level of Threshold Main effect Multiple comparisons
variables F (2, 22) p Mean difference p
jcn-lsa, 0.5, 0.5 2.656 0.122 jcn-lsa to jcn -0.002 0.042 ∗
jcn, jcn-lsa to lsa -0.001 0.258
lsa 0.8, 0.6 3.538 0.069 jcn-lsa to jcn -0.003 0.088

jcn-lsa to lsa -0.003 0.027 ∗
E-lesk-lsa, 0.5, 0.5 0.826 0.451 E-lesk-lsa to E-lesk -0.001 0.384
E-lesk, E-lesk-lsa to lsa -0.001 1.000
lsa 0.8, 0.6 0.614 0.550 E-lesk-lsa to E-lesk -0.002 0.670

E-lesk-lsa to lsa -0.001 1.000
∗ Significant at 0.05 level, Bonferroni adjustment

Table 7.9: Repeated measure analysis results of CERs between the combination of semantic relatedness
measures and individual semantic relatedness measures on the study3 corpus under content word setting and
two selected prob-thresholds and cosine-thresholds

CER(%) Pre (%) Rec (%) F (%)
noun 8.21 86.48 37.98 51.46
content 6.83 90.42 48.25 62.04

Table 7.10: Upperbounds of CERs, PREs, RECs, and Fs of lexical cohesion analysis on the WSJ corpus
under both noun words and content words settings

between words within the same grammatical categories, specifically between nouns or between verbs, and jcn

cannot measure semantic relatedness between words belonging to different grammatical categories. However,

lsa is able to measure the semantic relatedness between any pair of words, which could provide additional

information to jcn. E-lesk is a WordNet-based measure that can measure word relatedness between words

each belonging to different grammatical category, and thus the lsa may provide a certain level of redundant

information to E-lesk. Further evidence is that all three measures produced similar results on nouns and their

combinations did not improve the CERs.

7.3.3 Experiment Result on the WSJ Corpus

Upperbound

Same as on the study3 corpus, Table 7.10 reports the upperbounds of CER, PRE, REC and F measure for

lexical cohesion analysis on the WSJ corpus.

Words with Repeated Edges

Similar to the results on the study3 corpus, all the measures on the WSJ corpus shared the same performance

on words with repeated edges. The CERs, PREs, RECs, and Fs after performing the majority vote on those
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Nouns Content Words
Mean (%) Std.(%) Mean (%) Std.(%)

CER 10.74 3.86 10.69 3.86
PRE 69.72 17.79 70.56 17.21
REC 15.64 9.33 15.64 9.33
F 24.21 10.70 24.26 10.68

Table 7.11: Descriptive statistics of CERs, PREs, RECs, and Fs on the WSJ corpus for words with repeated
edges in lexical cohesion analysis

words are reported in Table 7.11. The performance improvement, if any, was small.

Words with Relation Edges only

When processing words with relation edges only, neither jcn nor E-lesk affected error detection performance.

The achieved performance, specifically CER, PRE, REC, and F was the same as that of the CSSYN.

Words with no Edge

Figure 7.7 shows the changes of CER with different prob-thresholds by jcn and E-lesk measures under both

noun words and content words settings. When prob-threshold was 0.5, there was a very small improvement

in CER over the corresponding results of CSSYN in Chapter 5. When prob-threshold was 1.0, more words

were wrongly labeled as errors and CERs increased greatly and did not show on the figure: under noun words

setting, jcn and E-lesk achieved a CER of 21.99% and 20.65% separately; and under content words setting,

jcn and E-lesk achieved a CER of 30.06% and 27.36% separately.

Similar to that observed for CER on the study3 corpus, a decreasing and then increasing trend is also

observed on the WSJ corpus. Figure 7.7 reveals that the best CER across both measures and across both

nouns and content words settings was achieved when the prob-threshold was set to 0.7. Therefore, 0.7 was

chosen as one prob-threshold for the rest of experiments. The CERs achieved by jcn and E-lesk on both word

choice settings were similar under prob-threshold of 0.7.

Combination of All Three Groups of Words

Table 7.12 shows the CERs, PREs, RECs, and Fs achieved by processing all three groups of words together.

Same as do for the study3 corpus, results from two prob-thresholds are reported, one prob-threshold is 0.5

(Table 7.12(a)) and the other prob-threshold is 0.7 (Table 7.12(b)). Because words in three groups are dis-

jointed and the process of words with relation edges did not make any changes on the performance, results
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Figure 7.7: CERs under different prob-thresholds on the WSJ corpus for words without edges in lexical
cohesion analysis

in Table 7.12 in fact were the joint performance achieved on the other two word groups. When the prob-

threshold was 0.7, both jcn and E-lesk achieved better F measures under content words setting than those

under noun settings. Comparisons of the PREs and RECs between two word choice settings reveal that RECs

were higher under content words setting and PREs were higher under noun words setting for both jcn and

E-lesk when the prob-threshold was 0.7.

Incorporating the LSA-basedMeasure

Figure 7.8 shows the CERs achieved by integrating WordNet-based measures with the LSA-based measure.

Following integration, the selected words were connected by the WordNet-based measures, the LSA-based

measure, or both. Words belonged to the no edge group only when they did not share any possible relation to

any other words.

The two selected prob-thresholds were kept in the experiment for the integration of the Wordnet-based

measures and the LSA-based measure. Figure 7.8(a) plots the variations of CERs with different thresholds of

cosine similarity values when the prob-threshold is 0.5. Figure 7.8(b) presents CERs for different cosine val-

ues when the prob-threshold is 0.7. There are four lines in each figure, each denoting one kind of combination

of the WordNet measures and word choice settings.

Compared to Figure 7.5(a) and Figure 7.5(b), the trend of the lines in Figures 7.8(a) and 7.8(b) is some-

what different from that of the study3 corpus. In both Figures 7.8(a) and 7.8(b), when the cosine-threshold

is increasing, the general trend is that CERs continue to drop and reach the lowest point at very high cosine-

thresholds. However, the general trend of CERs on the study3 corpus is decreasing then increasing with the
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(a) Descriptive statistics of CERs, PREs, RECs, and Fs when prob-threshold is 0.5

Nouns Content Words
Jcn E-lesk Jcn E-lesk

Mean (%) Std.(%) Mean (%) Std.(%) Mean (%) Std.(%) Mean (%) Std.(%)
CER 10.70 3.90 10.68 3.88 10.69 3.82 10.65 3.84
PRE 69.33 16.71 70.98 16.16 66.56 13.40 71.17 17.04
REC 16.53 8.93 16.26 8.98 16.76 8.93 16.56 9.49
F 25.46 10.12 25.14 10.10 25.69 10.22 25.43 10.56

(b) Descriptive statistics of CERs, PREs, RECs, and Fs when prob-threshold is 0.7

Nouns Content Words
Jcn E-lesk Jcn E-lesk

Mean (%) Std.(%) Mean (%) Std.(%) Mean (%) Std.(%) Mean (%) Std.(%)
CER 10.59 3.96 10.59 3.94 10.52 3.76 10.54 3.82
PRE 67.84 11.96 69.28 12.20 64.68 12.94 67.41 14.64
REC 19.64 8.23 18.95 8.83 22.14 8.72 21.24 9.86
F 29.33 8.58 28.37 9.46 31.97 9.00 30.83 10.16

Table 7.12: Performance of lexical cohesion analysis by WordNet-based measures on the WSJ corpus under
two selected prob-thresholds

Nouns Content Words
Jcn E-lesk Jcn E-lesk

Mean (%) Std.(%) Mean (%) Std.(%) Mean (%) Std.(%) Mean (%) Std.(%)
CER 10.56 3.93 10.59 3.89 10.49 3.73 10.53 3.77
PRE 67.98 11.75 68.08 11.38 64.81 12.79 66.35 13.50
REC 19.64 8.23 18.95 8.83 22.14 8.72 21.24 9.86
F 29.38 8.67 28.38 9.59 32.02 9.08 30.83 10.29

Table 7.13: Performance of lexical cohesion analysis on the WSJ corpus when integrating WordNet measures
with LSA-based measure under prob-threshold of 0.7 and cosine-threshold of 0.8

increase of cosine-thresholds. When the prob-threshold was set to 0.5, the best CERs were achieved when

the cosine-threshold was 0.9. When the prob-threshold was set to 0.7, the best CERs were achieved when the

cosine-threshold was 0.8.

Integration of the LSA-based measure with WordNet-based measures did not provide further improve-

ment over that achieved by the WordNet-based measures, which can be observed from the fact that best

performance was achieved under the high cosine-threshold. When the prob-threshold was set to 0.5 and

cosine-threshold was set to 0.9, there was no performance change when compared to the performance re-

ported in Table 7.12. When the prob-threshold was set to 0.7 and cosine-threshold was set to 0.8, there were

only small changes in performance, as shown in Table 7.13.



103

0.106

0.1065

0.107

0.1075

0.108

0.1085

0.109

0.1095

0.11

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

cosine similarity threshold

C
E

R

jcn_noun lesk_noun jcn_content lesk_content

(a) prob-threshold is 0.5

0.104

0.105

0.106

0.107

0.108

0.109

0.11

0.111

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

cosine similarity threshold

C
E

R

jcn_noun lesk_noun jcn_content lesk_content

(b) prob-threshold is 0.7

Figure 7.8: CERs of lexical cohesion analysis on the WSJ corpus when integrating WordNet-based measures
and LSA-based measure with varied cosine similarity thresholds
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(a) Descriptive statistics of CERs, PREs, RECs, and Fs when prob-threshold is 0.5 and cosine-threshold is 0.9

Nouns Content Words
NoEdge All NoEdge All

Mean (%) Std. (%) Mean (%) Std. (%) Mean (%) Std. (%) Mean (%) Std. (%)
CER 10.72 3.88 10.70 3.87 10.72 3.82 10.66 3.80
PRE 70.08 17.80 70.34 17.72 66.79 14.50 67.86 13.90
REC 16.00 9.20 16.00 9.20 16.24 9.22 16.24 9.22
F 24.74 10.54 24.76 10.54 24.94 10.65 25.02 10.63

(b) Descriptive statistics of CERs, PREs, RECs, and Fs when prob-threshold is 0.7 and cosine-threshold is 0.8

Nouns Content Words
NoEdge All NoEdge All

Mean (%) Std. (%) Mean (%) Std. (%) Mean (%) Std. (%) Mean (%) Std. (%)
CER 10.63 3.96 10.62 3.95 10.59 3.79 10.53 3.78
PRE 67.18 13.37 67.40 13.32 63.58 13.73 64.43 13.74
REC 19.48 8.46 19.48 8.46 21.98 9.09 21.98 9.09
F 29.02 8.87 29.04 8.87 31.62 9.54 31.72 9.52

Table 7.14: Performance of lexical cohesion analysis on the WSJ corpus when using LSA-based measure
alone under two selected prob-thresholds and cosine-thresholds

Performance of the LSA-basedMeasure

Although the incorporation of the LSA-based measure with the WordNet-based measures did not improve

the performance of WordNet-based measures, evaluation of the performance of the LSA-based measure is

still valuable. Table 7.14 shows the performance of the LSA-based measure on words without edges and on

all words in three groups under the threshold settings which yielded the best combination performance. For

words with repeated relations, the performance of the LSA-based measure was the same as that of WordNet

measures. Likewise, for words with relation edges only, the performance of the LSA-based measure was the

same as those of jcn and E-lesk, indicating there was no change in performance when compared to CSSYN.

Table 7.14 shows that under both word choice settings and threshold settings the LSA-based measure alone

can achieve performances comparable to those achieved by WordNet-based measures reported in Table 7.12.

Do WordNet-based measures and LSA-based measure provide complementary information?

Figure 7.9 shows the CERs achieved by WordNet-based measures, LSA-based measure, and their combi-

nations under two selected threshold settings for both noun words and content words. It is evidenced from

Figure 7.9(a) and Figure 7.9(b) that the combination of WordNet-based measures and LSA-basedmeasure did

not bring improvement on CER on almost all settings. The only exception is the jcn-lsa when prob-threshold

is 0.7 and cosine-threshold is 0.8.
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(a) prob-threshold is 0.5, and cosine-threshold is 0.9

(b) prob-threshold is 0.7, and cosine-threshold is 0.8

Figure 7.9: CERs of lexical cohesion analysis on the WSJ corpus by WordNet-based measures, LSA-based
measure, and their combinations under two selected threshold settings for both noun words and content words
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LSA
jcn E-lesk 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

noun 10.75 10.75 10.70 10.70 10.72 10.72 10.72 10.72 10.75 10.75 10.75
content 10.75 10.69 10.61 10.61 10.70 10.72 10.72 10.72 10.75 10.75 10.75

Table 7.15: Upperbounds of CERs by lexical cohesion analysis on words with relation edges only on the WSJ
corpus

Explanations for the Lack of Effect on Words with Relation Edges Only

All the measures tested failed to produce any performance change on words with relation edges only. To look

for explanations, the constructed word graph for lexical cohesion analysis was investigated. The guidance for

the method to process words with only relation edges was that a word was designated as correct if the word

was related to several words which were correct words with high probabilities. Therefore, the method took

effect only on words that were related to other words but were wrongly labeled as errors. The upperbounds of

this method were then computed by setting all mistakenly labeled errors that were non-singleton as correct,

and the upperbounds of CER were reported in Table 7.15. The CERs in the Table 7.15 reveal that if a word

with true label “correct” was related to some other words by jcn relations, the word was never labeled as an

error (10.75 is the CER by CSSYN) by the method introduced in Chapter 5. The same finding held for the

LSA-basedmeasure on both word choice settings under high cosine-thresholds and for E-lesk on noun words.

For most of the settings, the upperbounds only slightly differed from the baseline.

For the LSA-based measure, it can be observed from Table 7.15 that the upperbounds of CER increased

with the increase of the cosine-threshold. When the cosine-thresholds of the LSA-based measure were low,

more words could be related to other words because more relations could be incorporated, and then more

truly correct words that related to other words could be mistakenly labeled as errors.

7.4 Summary

Lexical cohesion analysis can help improve error detection. WordNet-based measures and LSA-based mea-

sure deal with reiteration and collocation relations respectively. All individual measures showed comparable

performances on each data corpus, while the combination of WordNet-based measures and LSA-based mea-

sure had a different effect on the two corpora. For the study3 corpus, the integration of jcn and LSA-based

measure led to additional improvement when all content words were used and did not cause additional im-

provement when only nouns were used. Therefore, the LSA-based measure could provide useful collocation
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noun verb adjective
study3 19.99 8.33 3.43
WSJ 30.05 9.22 4.62

Table 7.16: Distribution of content words in both the study3 corpus and theWSJ corpus when lexical cohesion
analysis was used

information across the parts-of-speech. For the WSJ corpus, the integration of measures did not improve the

performance on either nouns or content words.

Similar as in Chapter 6, one alternative explanation for the above difference is the different composition

of parts-of-speech of content words in the two corpora. Table 7.16 shows the percentage of each part-of-

speech group that had been used in lexical cohesion analysis. The percentages in Table 7.16 are smaller than

those in Table 6.5 because some words are stop words and some verbs/adjectives are not related to any noun

through any of the concerning relations. Compared to the results shown in Table 6.5, the ratio between nouns

and verbs/adjectives increases from 1.25 to 2.17 for the WSJ corpus, and is still higher than that of the study3

corpus which increases from 0.99 to 1.70.



Chapter 8

CONCLUSION AND FUTUREWORK

8.1 Summary

This dissertation investigates the effect of syntactic and semantic information on the performance of speech

recognition error detection in monologue applications, specifically, in spontaneous dictation. New methods

were proposed to extract and employ syntactic and semantic information for error detection. The proposed

methods were evaluated with two spontaneous dictation corpora, which differed in both style and topic. One

corpus concerns daily correspondence in the office environment, and the other follows the topic and the style

of Wall Street Journal. The methods used to recognize the two speech corpora were also different: one was

inline recognition, and the other was offline recognition.

Two approaches were designed to incorporate linguistic information into error detection. The first one

was a feature combination based confidence measure, in which Support Vector Machines was used as the

classifier. Linguistic features were incorporated as part of the input to the Support Vector Machines. The

second approach focused on analyzing the lexical cohesion of text and encoding the semantic information

through lexical relations among words. Because lexical cohesion analysis ignores sentence syntactic struc-

tures, predictions of the confidence measure that had incorporated syntactic features were used to initialize

probabilities of words in the analysis. To evaluate the overall effect of syntactic and semantic information on

error detection, a confidence measure that combined non-linguistic features was built to serve as the baseline.

Syntactic features were extracted from the output of parsers. Lexicalized syntactic parsers were selected

due to their natural fit to the task of detecting misrecognized words. Two sets of syntactic features were used.

The first set concerns whether a word had any links to other words in the same sentence. The other set is

108
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related to word associations based on the syntactic dependency between words. Experiment results showed

that neither sets of syntactic features alone could improve the performance of error detection. However, when

combined with non-linguistic features, the syntactic features improved the performance of error detection.

In addition, even if these two sets of syntactic features rely on different information sources, they provide a

certain degree of redundant information and their combination did not lead to significant improvement in the

performance of error detection.

WordNet is a lexical database that provides information for determining the semantic relatedness between

words. Five measures (jcn, res, lin, E-lesk, and vector) based on WordNet were used, and they were grouped

into two categories (corpus-enhanced measures and gloss-based measures) based on the kinds of information

being exploited. Since a word may relate to many other words in same document, three statistics representing

the semantic relatedness of a word to its surrounding words were selected as features: maximum, average, and

the average of the top three. The surrounding words were constrained by window size. Experiment results

show that a larger window size achieved a better performance, and the choice of window size may vary with

the data. The performances achieved by these measures were comparable with some slight variation, and jcn

and E-lesk were two measures yielding relatively better performance. Improvements achieved through use of

semantic features were generally consistent despite being small.

Lexical cohesion analysis is the second type of technique selected to model the semantic relatedness

among words. Instead of encoding semantic information into several features, a word graph was build for the

speech recognition output. Words were linked through certain relations. Semantic relations were extracted

based on two types of measures: WordNet-based and corpus-based. jcn and E-lesk are WordNet-based mea-

sures and concern reiteration relations. The latent semantic analysis-based measure is corpus-based measure

and concern collocation relations. Words in a graph were processed separately based on their states: hav-

ing no edges, having repeated edges, or having relational edges. Two threshold parameters were evaluated:

prob-threshold and cosine threshold. Experiment results show that setting the prob-threshold higher than the

default value of 0.5 for words with no edges improved the performance. The best prob-thresholds for the

study3 corpus and WSJ corpus were 0.8 and 0.7 separately, both of which were not too high as 1.0 or 0.9 and

also not too low as 0.5 or 0.6. Therefore, a prob-threshold in the middle range of higher values may be a good

choice. Changing the cosine threshold for the LSA-based measure also had a large impact on performance,

and the choice of cosine threshold was corpus dependent. For the study3 corpus, the selected cosine thresh-

olds for two prob-thresholds were 0.5 and 0.6; but for the WSJ corpus, the selected cosine thresholds were 0.9
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and 0.8. The cosine thresholds for one corpus were relatively stable. Individual measures showed comparable

error detection performance when used alone. When content words were considered, the combination of jcn

and LSA-based measures outperformed the individual measures on the study3 corpus, but the combination of

any of WordNet-based measures and the LSA-based measure did not improve the performance of individual

measures on the WSJ corpus. One possible explanation for the difference in performance is the different dis-

tribution of parts-of-speech in the two corpora. Another possible explanation is the topic mismatch between

training corpus and evaluation corpus. The study3 corpus only has one topic, which is also one of the topics

in the training corpora. However, the WSJ corpus contains more topics, which may not appear in the training

corpus given that the journalists were allowed to dictate on any topic they want.

In previous chapters, performance of error detection when utilizing syntactic and semantic knowledge

was reported. In this section, statistical analyses were conducted to test whether improvements achieved by

the addition of linguistic knowledge in error detection were significant or not. Because of the incremental

integration of linguistic knowledge in our proposed methods, three levels of knowledge conditions were

compared during the statistical analyses: 1) only non-linguistic knowledge was used, 2) both non-linguistic

and syntactic knowledge were used, and 3) non-linguistic, syntactic, and semantic knowledge were all used.

Corresponding to the two approaches incorporating semantic information, two sets of statistical analyses were

conducted and they differed in the third knowledge condition only. Specifically, one set of statistical analyses

compared error detection performance by confidence measure combing non-linguistic features, confidence

measure combining non-linguistic and syntactic features, and confidence measure combining non-linguistic,

syntactic and semantic features; the other set of statistical analyses compared error detection performance

by confidence measure combing non-linguistic features, confidence measure combining non-linguistic and

syntactic features, and lexical cohesion analysis.

Because error detection performances under each knowledge condition were evaluated on the same cor-

pora using the same leave-one-out schema, repeated measure analyses were selected as the method for sta-

tistical analyses. In each set of the analyses, separate analysis was conducted for each of the performance

metrics, including CER, F, PRE, and REC, which served as dependent variables in the analyses. The indepen-

dent variable was the knowledge condition for error detection and consisted of three levels. The significant

level was set to 0.05. When reporting the main effect of knowledge condition, if the Sphericity assumption

was violated, the significant level achieved by Greenhouse-Geisser adjustment was used. When conducting

multiple comparisons between different knowledge conditions, Bonferroni adjustment was used.
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Figure 8.1: Performance of confidence measures combining different kinds of knowledge on the study3
corpus

8.1.1 Statistical Analyses of Error Detection Performance by Confidence Measures

Incorporating Non-linguistic, Syntactic, and Semantic knowledge

For the confidence measure incorporating non-linguistic knowledge, feature set CSwas its representative. For

the confidence measure incorporating non-linguistic and syntactic knowledge, feature set CSSYN included

all syntactic features and was the corresponding representative. For the confidence measure incorporating

non-linguistic, syntactic, and semantic knowledge, feature set having the best performance was used as the

representative. For the study3 corpus, E-lesk under the content words setting was selected; for the WSJ

corpus, jcn under the noun words setting was selected.

Study3 corpus

Figure 8.1 shows the difference in CER, PRE, REC and F measures between CS, CSSYN and E-lesk. With

the incremental incorporation of syntactic and semantic knowledge, CER decreased, and PRE, REC and F

measure increased. When compared to CS, E-lesk under content words setting improved the F measure from

30.08% to 51.54% with a 71.34% relative improvement, and also improved the CER from 12.57% to 11.07%

with a 10.11% relative improvement. Both the improvements were significant as shown in the following

statistical analyses.

Table 8.1 reports repeated measure analyses results, in which Table 8.1(a) reports the main effect of

knowledge condition, and Table 8.1(b) reports the multiple comparisons results.

Analyses results revealed that knowledge condition did significantly affect the CER, F measure, and REC.
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(a) Main effect of knowledge condition

CER F REC PRE
F (2, 22) 11.783 19.167 24.080 3.234
p 0.000 ∗ 0.000 ∗ 0.000 ∗ 0.092
∗ Significant at 0.05 level

(b) Multiple comparisons between knowledge conditions (Bonferroni adjustment)

CER F REC PRE
CS CSSYN mean difference 1.029 -8.439 -9.150 -6.647

p 0.064 0.018 ∗ 0.011 ∗ 0.371
CS - E-lesk mean difference 1.500 -13.468 -13.841 -9.756

p 0.001 ∗ 0.000 ∗ 0.000 ∗ 0.252
CSSYN - E-lesk mean difference 0.470 -5.029 -4.691 -3.109

p 0.250 0.033 ∗ 0.018 ∗ 0.420
∗ Significant at 0.05 level

Table 8.1: Repeat measure analyses results on knowledge condition (CS, CSSYN, and E-lesk) for CER, F,
REC, and PRE on the Study3 corpus

The comparison between CS and CSSYN showed that the combination of CS features and all syntactic features

significantly improved the F measure and REC over those achieved by CS features alone. It highlights that

syntactic features can help finding more errors.

The comparison between CSSYN and E-lesk also showed that the addition of semantic features signifi-

cantly improved the F measure and REC over those achieved by CSSYN features alone, which shows that the

usage of semantic information on top of syntactic information can further help finding more errors.

The comparison between CS and E-lesk shows us the total effect of linguistic information. Similarly, F

measure and REC were significantly improved by E-leask over CS. Although both the improvements of CER

by CSSYN over CS and by E-lesk over CSSYN were not significant, the improvement in CER by E-lesk over

CS was significant. Therefore, the usage of linguistic information can improve the CER.

WSJ corpus

Figure 8.2 shows the difference in CER, PRE, REC and F measures between CS, CSSYN and jcn. Same as

pattern found on the study3 corpus, with the incremental incorporation of syntactic and semantic knowledge,

CER decreased, and PRE, REC and F measure increased. When compared to CS, jcn under noun words

setting improved the F measure from 16.35% to 26.29% with a 60.81% relative improvement, and also

improved the CER from 11.41% to 10.52% with a 7.79% relative improvement. Both of the improvements

were also significant as shown later.

Table 8.2 shows repeated measure analyses results, in which Table 8.2(a) reports the main effect of knowl-

edge condition, and Table 8.2(b) reports multiple comparisons results between different levels of knowledge
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Figure 8.2: Performance of confidence measures combining different kinds of knowledge on the WSJ corpus

(a) Main effect of knowledge condition

CER F REC PRE
F (2, 18) 11.715 10.704 6.931 9.328
p 0.003 ∗ 0.005 ∗ 0.021 ∗ 0.005 ∗
∗ Significant at 0.05 level

(b) Multiple comparisons between knowledge conditions (Bonferroni adjustment)

CER F REC PRE
CS CSSYN mean difference 0.662 -7.843 -6.008 -11.255

p 0.036 ∗ 0.067 0.137 0.067
CS - jcn mean difference 0.889 -9.940 -7.399 -13.417

p 0.012 ∗ 0.007 ∗ 0.043 ∗ 0.009 ∗
CSSYN - jcn mean difference 0.227 -2.098 -1.391 -2.162

p 0.161 0.394 0.383 1.000
∗ Significant at 0.05 level

Table 8.2: Repeat measure analyses results on knowledge condition (CS, CSSYN, jcn) for CER, F, REC, and
PRE on the WSJ corpus

condition with Bonferroni adjustment.

Analyses results revealed that knowledge condition did significantly affect all the four performance met-

rics. The comparison results between CSSYN and CS showed that the combination of CS features and all

syntactic features significantly improved the CER over that achieved by CS features alone. The improvement

in F measure, REC and PRE by CSSYN over CS was not significant. Although the relative improvements

in F measure, REC and PRE were bigger than CER, their improvement was not significant. One possible

explanation was that the changes of F measure, REC and PRE between different runs were not consistent:

some of runs improved them but other runs hurt them.

The comparison between CSSYN and jcn showed that the jcn did not significantly improve any perfor-
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mance metric over CSSYN.

When compared to CS, jcn significantly improved the CER. Although improvement in F measure, REC

and PRE by CSSYN over CS and that by jcn over CSSYN were not significant, jcn yielded significant im-

provement in F measure, REC and PRE over that achieved by CS. Therefore, the semantic information can

help improve the error detection performance.

8.1.2 Comparison among Confidence Measures Incorporating Non-linguistic and

Syntactic Knowledge, and Lexical cohesion analysis

Similar as the last set of analyses, feature set CS represented the confidence measure incorporating non-

linguistic knowledge and feature set CSSYN represented the confidence measure incorporating non-linguistic

and syntactic knowledge. For the lexical cohesion analysis, the measure combination having the best per-

formance was used as the representative. For both the study3 corpus and the WSJ corpus, jcn-lsa under the

content words setting was selected. Because two threshold settings were considered during lexical cohesion

analysis, one set of repeated measure analyses was then conducted for each threshold setting separately.

Study3 corpus

Figure 8.3 shows the difference in CER, PRE, REC and Fmeasures betweenCS,CSSYN and jcn-lsa under two

threshold settings. The two threshold settings were the same as those used in Chapter 7, and the first number

is the prob-threshold and the second number of the cosine-threshold. With the incremental incorporation of

syntactic and semantic knowledge, CER decreased, and PRE, REC and F measure increased. In general,

better performance was achieved by threshold setting (0.8, 0.6) than by threshold setting (0.5, 0.5), with the

only exception PRE. When compared to CS, jcn-lsa under threshold setting (0.8, 0.6) improved the F measure

from 30.08% to 54.86% with a relative improvement of 82.38%, and also improved CER from 12.57% to

10.75% with a relative improvement of 14.48%. Both the improvements were significant, which is evidenced

from Table 8.3(b).

Table 8.3 reports the repeated measure analyses results, in which Table 8.3(a) reports the main effect of the

knowledge condition and Table 8.3(b) reports the multiple comparison results between different knowledge

conditions with Bonferroni adjustment. Given that the comparison results betweenCS and CSSYN for the four

performance metrics were the same as those in the section 8.1.1, we do not repeat them in this subsection.

Under both threshold settings, the knowledge condition affected all the four performance metrics sig-
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Figure 8.3: Performance of confidence measures combining non-linguistic, syntactic knowledge and lexical
cohesion analysis on the study3 corpus

(a) Main effect of knowledge condition

Threshold CER F REC PRE
0.5, 0,5 F (2, 22) 13.242 11.883 13.402 4.879

p 0.006 ∗ 0.003 ∗ 0.002 ∗ 0.043 ∗
0.8, 0.6 F (2, 22) 20.057 22.970 33.505 3.484

p 0.000 ∗ 0.000 ∗ 0.000 ∗ 0.076
∗ Significant at 0.05 level

(b) Multiple comparisons between knowledge conditions (Bonferroni adjustment)

Threshold CER F REC PRE
0.5, 0,5 CS to jcn-lsa mean difference 1.435 -9.766 -9.488 -12.000

p 0.012 ∗ 0.012 ∗ 0.009 ∗ 0.111
CSSYN to jcn-lsa mean difference 0.386 -1.382 -0.467 -5.190

p 0.014 ∗ 0.408 1.000 0.045 ∗
0.8, 0,6 CS to jcn-lsa mean difference 1.821 -16.779 -17.563 -11.238

p 0.004 ∗ 0.000 ∗ 0.000 ∗ 0.215
CSSYN to jcn-lsa mean difference 0.772 -8.396 -8.541 -4.428

p 0.024 ∗ 0.008 ∗ 0.001 ∗ 0.417
∗ Significant at 0.05 level

Table 8.3: Repeat measure analyses on knowledge condition in error detection (CS, CSSYN, jcn-lsa) for
CER, F, REC, and PRE on the Study3 corpus



116

nificantly, with the exception of PRE under the threshold setting with the prob-threshold of 0.8 and the

cosine-threshold of 0.6.

When the prob-thresholdwas set to 0.5 and the cosine-thresholdwas set to 0.5, jcn-lsa improved CER and

PRE significantly over those achieved by CSSYN. When the prob-threshold of 0.8 and the cosine-threshold

of 0.6 were used, significant improvements were achieved in CER, F measure, and REC by jcn-lsa over

those achieved by jcn-lsa. The improvement in F measure mainly came from the significant improvement

in REC. These findings evidence that semantic information exploited through lexical cohesion analysis can

provide additional information to CS related and syntactic knowledge in error detection task, especially when

thresholds were properly set.

When compared to CS, jcn-lsa achieved significant improvement in CER, F measure and REC under both

threshold settings, which evidenced that linguistic information helped to improvement the error detection.

Figure 8.3 and Table 8.3(b) clearly reveals the difference in PRE and REC between two selected threshold

settings. When compared to CSSYN, under prob-threshold of 0.8, REC improved significantly. The higher

the prob-threshold, more words could be labeled as errors, which resulted in larger REC improvement of

prob-threshold of 0.8 over that of prob-threshold of 0.5. Under prob-threshold of 0.5, the word probabilities

did not affect the labeling of word with no edges. The rules to label the words with edges could correct some

erroneous labeled errors, which resulted in improvement in PRE.

WSJ corpus

Figure 8.4 shows the difference in CER, PRE, REC and F measures between CS, CSSYN and jcn-lsa un-

der two threshold settings. With the incremental incorporation of syntactic and semantic knowledge, CER

decreased, REC and F measure increased, and PRE increased first then decreased. After incorporating syn-

tactic knowledge, PRE increased, but it decreased after further incorporating semantic knowledge. Similar

as observed for the study3 corpus, better performance was achieved by threshold setting (0.7, 0.8) than by

threshold setting (0.5, 0.9), with the only exception PRE. When compared to CS, jcn-lsa under threshold

setting (0.7, 0.8) improved the F measure from 16.35% to 32.02% with a relative improvement of 95.84%,

and also improved CER from 11.41% to 10.49% with a relative improvement of 8.06%. The improvement in

F was significant, but the improvement in CER was not significant, as shown in Table 8.4(b).

Table 8.4 reports the repeated measure analyses results, in which Table 8.4(a) reports the main effect of the

knowledge condition and Table 8.4(b) reports the multiple comparison results between different knowledge
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Figure 8.4: Performance of confidence measures combining non-linguistic, syntactic knowledge and lexical
cohesion analysis on the WSJ corpus

conditions with Bonferroni adjustment. Under both threshold settings, the knowledge condition affected

CER, F measure and REC significantly, but not PRE.

When the prob-threshold was set to 0.5 and the cosine-threshold was set to 0.9, jcn-lsa did not signifi-

cantly improve any of the four performance metrics over those achieved by CSSYN. Although CSSYN did not

significantly improve the F measure over that achieved by CS, jcn-lsa significantly improved F measure over

that achieved by CS,

When the prob-threshold of 0.8 and the cosine-threshold of 0.6 were used, significant improvement was

achieved in F measure and REC by jcn-lsa over that achieved by CSSYN. Compared to F measure and REC

achieved by CS, significant improvement also was obtained by jcn-lsa.

8.2 Contributions

The research contribution of the dissertation is three-fold:

• New syntactic and semantic features were developed and incorporated into the confidence measure to

detect speech recognition errors in monologue applications.

– Syntactic features such as number of links and word association based on dependency relation

from the output of lexicalized syntactic grammars were newly introduced into speech recognition

error detection.
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(a) Main effect of knowledge condition

Threshold CER F REC PRE
0.5, 0,9 F (2, 18) 8.883 8.226 6.375 2.601

p 0.013 ∗ 0.015 ∗ 0.029 ∗ 0.131
0.7, 0.8 F (2, 18) 6.869 21.004 17.230 2.203

p 0.020 ∗ 0.000 ∗ 0.001 ∗ 0.139
∗ Significant at 0.05 level

(b) Multiple comparisons between knowledge conditions (Bonferroni adjustment)

Threshold CER F REC PRE
0.5, 0,9 CS to jcn-lsa mean difference 0.727 -9.343 -7.137 -8.360

p 0.048 ∗ 0.043 ∗ 0.069 0.756
CSSYN to jcn-lsa mean difference 0.064 -1.500 -1.128 2.895

p 1.000 0.348 0.231 1.000
0.7, 0,8 CS to jcn-lsa mean difference 0.924 -15.674 -12.508 -6.618

p 0.075 0.001 ∗ 0.002 ∗ 1.000
CSSYN to jcn-lsa mean difference 0.261 -7.832 -6.500 4.637

p 0.586 0.000 ∗ 0.000 ∗ 0.998
∗ Significant at 0.05 level

Table 8.4: Repeat measure analyses on knowledge condition in error detection (CS, CSSYN, jcn-lsa) for
CER, F, REC, and PRE on the WSJ corpus

– A rule-based learning method was developed to conduct in-depth analysis of certain syntactic

features.

– The complementary effect of semantic features based on WordNet measures to other features was

evaluated for the task of error detection.

• Lexical cohesion analysis was introduced into speech recognition error detection. Moreover, lexical

cohesion analysis was improved by customizing it to the characteristics of speech recognition.

– Word probability that indicates the correctness of word was revealed to be an important feature

in lexical cohesion analysis for speech recognition error detection.

– The ability to correct previously mislabeled errors based on their relations to other words proved

its effectiveness to error detection on one corpus.

– The combination of reiteration and collocation semantic relations led to improved performance

over that achieved with individual relations under certain settings.

• New empirical evidence was provided by the proposed methods to error detection.

– High-level linguistic analysis, including both syntactic and semantic analysis, can produce infor-

mation generally useful to error detection. This finding achieved the goal of this dissertation.
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– The distribution of grammatical categories of content words in a corpus affected error detection

performance.

8.3 Future Work

The work in this dissertation paves the way for the usage of high-level linguistic analysis in error detection.

We have achieved notable performance improvement by using linguistic information in error detection, and

there is much room for further improvement. Several future directions related to this research are listed below.

A better model can be built for lexical cohesion analysis for error detection. In the current work, all

relation edges from semantic relatedness measures were treated equally by ignoring their specific semantic

relatedness values as long as they were above the preset thresholds for the individual measures. Consideration

of the edges’ semantic relatedness values may help to correct more false alarms for words with edges. In

addition, the distance between words can also be useful to further discriminating different words. In the

model presented, distance between words was not considered, and a model that discriminates the strength of

edges by distance warrants exploration.

Another direction for further research is the application of other machine learning methods such as

transformation-based learning that can explicitly model the relations between words to update the words

with certain edges and to automatically learn threshold settings.

Proper nouns and noun phrases have a significant presence in a corpus like the Wall Street Journal. The

performance of proper noun and noun phrase identification prior to semantic analysis should be investigated.

Given that the methods proposed in this dissertation were targeted to monologue applications, specifically

spontaneous dictation, further experiments should be conducted to evaluate the generality of the proposed

methods on other types of monologue applications such as lectures.

To evaluate the impact of the proposed error detection methods on manual error correction, user stud-

ies should be conducted. One possible user study is to compare user performance in error detection between

conditions with and without the support of error predictions generated by the proposed methods. Another pos-

sible user study is to evaluate the effect of the proposed error detection methods on error navigation. Previous

findings on applying confidence scores to select navigation anchors in support of hand-free error navigation

[29] suggest that the accuracy of anchors is important to the efficiency of error navigation. Therefore, a better

error prediction method is expected to improve the performance of anchor-based error navigation.
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Automatic error detection can be a part of automatic error correction. When lexical cohesion analysis

was used for malapropism detection in the text corpus [40, 39], a spelling variation of a suspected error, if

related to other words in text, was assumed to be a correction. Similarly, in speech recognition output, the

similarity in sound between alternative hypotheses and output words should be considered. Another factor for

consideration is that the grammatical categories of recognition errors may differ from those of their reference

words.



Appendix A

ACRONYMS

ASR Automatic speech recognition

ATIS Air Travel Information System

CER classification error rate

CFG context-free grammar

CS confidence score

CSR Continuous Speech Recognition

CTS conversational telephone speech

F F measure

LSA latent semantic analysis

MI mutual information

MLE Maximum likelihood estimation

OOV Out-Of-Vocabulary

PCFG Probabilistic context-free grammar

PMI Point-wise Mutual Information

POS Part-Of-Speech

PRE Precision

REC Recall

ROC Receiver-operating characteristic

RT Rich Transcription

SR Speech recognition

SVD singular value decomposition
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SVM Support Vector Machine

TBL Transformation-based learning

TDT2 Topic Detection and Tracking Phase 2

WER Word Error Rate

WSJ Wall Street Journal

WSJCAM0 Wall Street Journal recorded at the University of CAMbridge (phase 0)

WWW World Wide Web
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