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ABSTRACT

Title of Dissertation: Detecting Spam Blogs: An Adaptivelida Approach
Pranam Kolari, Doctor of Philosophy, 2007

Dissertation directed by:  Dr. Timothy W. Finin
Professor
Department of Computer Science and
Electrical Engineering

Weblogs, or blogs are an important new way to publish infdioma engage in discussions, and form
communities on the Internet. Blogs are a global phenomearmhwith numbers well over 100 million they
form the core of the emerging paradigm of Social Media. Wttile utility of blogs is unquestionable, a
serious problem now afflicts them, that of spam. Spam blogsplmgs are blogs with auto-generated or
plagiarized content with the sole purpose of hosting prolit@ontextual ads and/or inflating importance of
linked-to sites. Though estimates vary, splogs accountrfore than 50% of blog content, and present a
serious threat to their continued utility.

Splogs impact search engines that index the entire Web bthasblogosphere by increasing compu-
tational overhead and reducing user satisfaction. Herezch engines try to minimize the influence of
spam, both prior to indexing and after indexing, by elimingtsplogs, comment spam, social media spam,
or generic web spam. In this work we further the state of thefasplog detection prior to indexing.

First, we have identified and developed techniques thatféeetiee for splog detection in a supervised
machine learning setting. While some of these are novelwathers confirm the utility of techniques that
have worked well for e-mail and Web spam detection in a newalotire. the blogosphere. Specifically, our
techniques identify spam blogs using URL, home-page, andisgtion feeds. To enable the utility of our
techniques prior to indexing, the emphasis of our effora& bnline detection.

Second, to effectively utilize identified techniques in alveorld context, we have developed a novel

system that filters out spam in a stream of update pings fragsblOur approach is based on using filters



serially in increasing cost of detection that better suppbalancing cost and effectiveness. We have used
such a system to support multiple blog related projectd) mernally and externally.

Next, motivated by these experiences, and input from realdrdeployments of our techniques for over
a year, we have developed an approach for updating classifiem adversarial setting. We show how an
ensemble of classifiers can co-evolve and adapt when usedtogaan of unlabeled instances susceptible to
concept drift. We discuss how our system is amenable to sealhteon by discussing approaches that can
feed into it.

Lastly, over the course of this work we have characterizedpecific nature of spam blogs along various
dimensions, formalized the problem and created generakaeas of the issue. We are the first to formalize
and address the problem of spam in blogs and identify thergepmblem of spam in Social Media. We
discuss how lessons learned can guide follow-up work on spasacial media, an important new problem

on the Web.
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Chapter |

INTRODUCTION

Spam, is beginning to be broadly considered the dark sidmafketing” (“the process or act of making prod-
ucts appeal to a certain demographic, or to a consufeddwever, the question of when marketing turns
into spam continues to be highly subjective, domain spedaific debatable. “Unsolicited communication”
is now considered a key differentiation. Early forms of spaere seen through junk mail, and later through
telemarketing. The trend of decoupling and outsourcing afik@ting tasks to third parties (less accountabil-
ity and auditability of marketing mechanisms), and pogtiasf applications enabled by the Internet (low
communication costs) have been feeding into the recentfiSpam.

Spam on the Internet dates back over a decade, with its gtstiewn appearance as an email about the
infamous MAKE.MONEY.FAST. campaign. This was also aroume time when the term was first coined.
The term “spam” is hence commonly (Webster) associatedwitkolicited usually commercial e-mail sent
to a large number of addresses”. Spam has however co-ewltiethternet applications, and is now quite
common on the World-Wide Web. As Social Media systems sudiagss, wikis and bookmark sharing sites
have emerged, spammers have quickly developed technigugett them as well. The very characteristics
underlying the Web, be it version 1.0, 2.0 or 3.0, also enable varieties of spam.

Figure 1.1 depicts the different forms of spam on the Interclassified broadly into two categories. The
first, represents direct targeting where communicatiowéeh spammer and user is direct (as in e-mail).
The second, and the form addressed in this work is indiregétang where communication is promoted by
compromising ranking algorithms used by search engines enfiphasis of this work is on the latter, and we

address the problem of indirect spam through spam blogs.

Ihttp://en.wikipedia.org/wiki/Marketing



Internet Spam

l

! '
(Forms) Direct Indirect
Tag Spam
E-Mail Spam T

Comment Spam

IM Spam (SPIM)

Spam Blogs (Splogs)

Community Spam

General Web Spam

(Mechanisms) \ /

Social Media Spam spamdexing

Figure I.1: Internet Spam Taxonomy.

In the rest of this chapter we first introduce blogs, and itkective whole, identified as the blogosphere.
We then discuss the forms of spam prevalent in blogs, pldondtie context of general spam, and introduce

contributions made by this work.

[.A  The Blogosphere

Since its creation, the Internet has hosted diverse apiglitafor content management, dissemination and
exchange, ranging from the completely private, informé&jafjue oriented e-mail to the public, discourse
oriented Web. A new form, constituted by weblogs, is now girig the gap between the two. Weblogs, or
blogs are web sites (pages) consisting of dated entriessfpgpically listed in reverse chronological order

on a single page. The phenomenon of blogs and the social {haegeadiate is so influential that the subset
they constitute is identified as tfogospheré.

Figure 1.2 depicts the various systems and the underlyifrgstructure that renders the Blogosphere.
Blog publishing tools (step 1) enable bloggers to post aande their individual blogs. Unlike the Web,
the time sensitive nature of blog content motivates Pinge&srand update streams (step 2,3). Ping Servers
accept notifications (step 2) from newly updated blogs amnterthis on to downstream systems that harvest

blogs, from now on referred to as blog harvesters. Blog hgstérvices also use independent mechanisms to

2http://en.wikipedia.org/wiki/Blogosphere
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notify (step 3) blog harvesters of newly updated blogs. Butig servers and update streams enable a new
form of push mechanism, unlike the pull model used by eahlégvesting systems (web crawlers).

Blog harvesters use information about the “live” blogosehe identify newly updated blogs, and to fetch
(step 4) and index (step 5) such new blog posts. Indexedseselmade available to users in step 6. However,
based on how effectively the blogosphere is mapped by blogkters, different overlapping versions of the
blogosphere are rendered at any point of time. Clearly blngdsters form key components of both blog
and web search engines, and enable interesting new seatemnalysis based applications. Some common
services enabled include blog post indexing and citatiancke sentiment analysis for product marketing and

meme tracking for trend and buzz monitoring.

[.B  Spam Blogs

The quality of a blog harvester is tied to how effectively afficiently the blogosphere is instantiated. An
instance of such a blogosphere is typically judged by: @cheand representation, (ii) freshness i.e., the

ability to incorporate most recent blog posts, and (jii)ustmess to spam. While (i) is quite well understood
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in the context of the Web, and (ii) is enabled by ping serv@isjs addressed by contributions made in this
thesis.

Blog harvesters are inundated by spam blogs, or splogs. rif@emay in culling out splogs has become all
the more evident in the last year. The problem’s significaséequently discussed and reported on by blog
search and analysis engines [79, 16], popular bloggers §rd] through a formal analysis by us [48]. This
analysis makes some disturbing conclusions on spam facgihbyservers. Approximately 75% of such
pings are received from splogs.

Splogs are generated with two often overlapping motives.firkt is the creation of fake blogs, containing
gibberish or hijacked content from other blogs and newscswith the sole purpose of hosting profitable
context based advertisements or functioning as doorwaye sécond, and better understood form, is to
create false blogs, that realize a link farm [84] intendedrtustifiably increase the ranking of affiliated sites.
Figure 1.3 shows a post from a splog, obtained by queryingrtiex of a popular blog search engine. As
shown, it (i) displays ads in high paying contexts, (ii) feats content plagiarized from other blogs, and (iii)
contains hyperlinks that create link farms. Scores of swaep now pollute the blogosphere, with new ones
springing up every moment. Eventually, splogs compromésech results of web and blog search engines.

One such case is shown in figure 1.4.
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I.C The Splog Detection Problem

We next introduce the splog detection problem from the patpe of a blog harvester, a problem that
motivates the core contributions made in this thesis.

In the classical web graph modé(V, E), the set of node¥ represent web pages, and the set of edges
E stand for hyper-links between these pages. In contragy,Hdovesters treat the Web using a slightly more
intricate and tuned model;(V, E), whereV = B U W. The membership of nodes in this web-graph is in
either of B or W, whereB is the set of all pages (permalinks) from blogs, &¥ds the set representing the
rest of the Web. Splog detection is a classification problethimthe blogosphere subsét, Typically, the
result of such a classification leads to disjoint subgets Bs, By whereB 4 represents all authentic content,
Bg represents content from splogs alig represents those blog pages for which a judgment of autitgnti
or spam has not yet been made.

The splog detection problem for any node B, can be expressed as:

P(v € Bs|O(v)); P(v € Bg|L(v))
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P(v € Bs|L(v),0(v))

wherev € B, O(v) represents local features, ah¢v) represents the link (relational) features, d@hdepre-

sents the conditional probability ofe Bg.

On cursory investigation, this might still appear to be @sieal web classification problem, and specif-
ically a variation on the web spam problem [34]. However, iiiethodologies used by blog harvesters and
the nature of the blogosphere make this an interestingapEde of web classification. We summarize these

intricacies in figure 1.5 and discuss them in detail below:

(i) Nature of the Problem. First, e-mail spam detection is generally applied to e-gnaiflividually, unlike
splog and web spam detection, which also gives emphasis étational (link-based) component.
Second, splogs are associated with a life-time as new pasthygperlinks (in and out) are created,
requiring that splog detectors be used on a blog multiplesicturing its lifetime, unlike e-mail spam

detection.



(ii) Nature of the Filter. Depending on whether the blog harvester is owned by a blogbrsgarch engine,
they have access to different subsets of the Web i.e., ergest blog search engines employ prefer-
ential crawling and indexing towards the ¢etBased on the harvester deployment scenario, a feasible
solution should appropriately balance the emphasis orl toodels (properties local to a blog) and

relational models using pages withih

(i) Use. E-mail spam filters are most commonly deployed at individiabxes on personal computers. This
imposes restrictions on machine learning techniques tipgitaat filters. Hence, Naive Bayes technique
with linear training costs is preferred for e-mail spam déta. Filters underlying spam blogs and web
spam typically have no such restrictions, and commonly iseértore robust, but computationally ex-

pensive (training) Support Vector Machines.

(iv) Constraints. In addition to reach, blog harvesters are judged by how dytbley can index and analyze
new content. Hence, splogs must be eliminated quickly. €hiphasis on speed differentiates splog
detection from classical web spam detection that is usagiblied hours or days after content creation.

Filters using local models are hence preferred.

(v) Attacks. Although the underlying mechanisms that serve spam is &iraitross all three domains, ad-
versarial attacks differ. For instance, the common atta¢ksnage spam and character replacement
(e.g. vlagra) prevalent in e-mail is less effective in bjagsere the presence of profitable contextual

keywords is a requirement for indexing by search engines.

Overall, the emphasis of splog detection is on fast deteatith an emphasis on exploiting local spam
signals. Although this emphasis is higher when a blog héevésassociated with a blog search engine, it is
also beginning to be a constraint in blog harvesters ageaolveth web search engines (see [27]).

Based on these intricacies of the domain of splog detectiennext present the thesis statement and

discuss contributions made in this work.



I.D Thesis Statement

Developing an effective, efficient and adaptive system to thect spam blogs is enabled through
(i) a continuous, principled study of the characteristics éthe problem,

(ii) a well motivated feature discovery effort,

(iii) a cost-sensitive, real-time filtering implementatian, and

(iv) an ensemble driven classifier co-evolution.

I.E Contributions

Though blogs as a publishing platform date back to a decaqdegs started appearing only in the early
part of 2004, and presented a serious threat to blog harsestéy in 2005. Early discussion of the issue
was limited to a few prominent bloggers. Many questions h@veemained answered, namely, what are
their characteristics, how are they created, how many aaed, followed by questions on how the problem
differs from spam seen in e-mail and the more general Webfiucontribution stems from answering these
guestions, through empirical studies and characterizating principled approaches. Through this analysis,
we have also motivated constraints associated with thegmmgh.e., blogs requiring fast online detection.

Our second contribution is through identifying effectiveafures for splog detection. The problem is
grounded in traditional text classification, specificallghypage classification. However, it is not clear as
to which features that have worked well in other domains gmieable, and which new features are ef-
fective in this specialized domain. We have evaluated tfectfeness of features like words, word-grams
and character-grams, and discovered new features based author-text, out-links and HTML tags, and
validated their effectiveness. We have introduced theonadf feed based classification, and presented how
classification performance evolves with blog lifecycle. Wa/e evaluated the utility of relational features
in this domain, and presented arguments to support our fisdifrinally, we have also addressed the re-
lated problem of blog identification, i.e., separating daigs from the rest of the Web, which is also a key
functionality requirement of blog harvesters.

Our next contribution is through understanding deploynmeqtiirements of splog filters, and by imple-
menting a first of a kind system that supports real-time -effstctive filtering. We quantify classifier cost by
page fetches, a simple yet effective metric, and use classifi an increasing cost pipeline, with the use of

higher cost classifiers based on the output and confidenosvafdst classifiers preceding them. Using this



principle, we have implemented a “META-PING” system, a naima signifies the system’s use between a
ping server and a blog harvester in an online setting. We haligated its effectiveness through multiple

deployments of its variations in real world settings, imtthg at industrial partners (IceRocket, LMCO) and

academic institutions (Harvard, UMBC). A full-version ¢ifi$ system deployed at UMBC has run over ex-
tended periods on a need-to basis, and supported blog tingzasd case studies on the growing problem of
splogs both in 2006 and 2007.

Our final contribution is motivated by attributes shared lg tadversarial classification problem with
those of concept drift and co-training, combined with oyserkences from real-world deployments. Concept
drift has typically been addressed in the context of a stredabeled instances, and co-training is used when
the base learners are weak, assumptions that we have rétattesl domain. We show how classifiers can
co-evolve when supported by an ensemble of base classifidgshave evaluated the use of this ensemble
to retrain individual classifiers on a stream of unlabelestances, and validated how such an approach is
effective in splog detection. By unweaving the propertiethe ensemble and the domain, we discuss other
domains where this approach could be potentially effectiMe also discuss how such adaptive classifiers
can be incorporated into our developed META-PING system.

Finally, over the course of the last two years we have beetitsteto draw attention to the growing

problem of Spam in Social Media.

I.F Thesis Outline

The rest of this thesis is organized as follows.

In chapter I, we first provide an anatomy of the web spam mnobby enumerating a workflow typically
used by spammers. We discuss related work on web spam detectil scope our work. We then discuss
the META-PING implementation, a system we developed torfitigt splogs, experiences from which has
motivated most the work. To end the chapter, we detail thesas used in the rest of the thesis, and introduce
the machine learning context.

In chapter I, we discuss our contributions on feature tifation for the splog detection problem. The
emphasis of this chapter is on features that enable fasteogfilog detection. We propose novel features that
are effective in this specialized domain, and provide anitioin supporting their effectiveness. We discuss

the blog identification problem, a related issue, and antaahdil competency required of blog harvesters.
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We introduce the problem of feed based classification, and $stow certain features can be effective early
in a blog life-cycle. We finally discuss feature types thgimurt relational models, and discuss why such
techniques are not that effective for the problem scopedhathis thesis.

In chapter 1V, we motivate the problem of adaptive classifiaran adversarial setting. We identify the
nuances of the problem in the specialized context by tighteassumptions made in the concept drift and
co-training contexts. We evaluate an approach that usesisemble of classifiers and show how it can
be effective to adapt classifiers exposed to a stream of el@ddbnstances. We discuss properties of the
ensemble, and discuss how this technique can be used in tAAMRENG system.

In chapter V, we discuss our efforts on characterizing tledlem. We first discuss the impact of splogs
during the TREC Blog Track of 2006. We then discuss the paqtiés of splogs by comparing them with
authentic blogs over three datasets. We also discuss a fegriments aimed at understanding the use of
splogs for web spamming, the availability of “splog softe/arand the case of content plagiarism in the
blogosphere. Our efforts on characterizing the problenivatas identifying new features for splog detection,
and we believe will serve well for future work by us, and byethesearchers.

Finally, in chapter VI we conclude this thesis by laying outure work and introducing the broader

problem of Social Media spam.



Chapter Il

BACKGROUND

In this chapter we first detail the problem of web spam by disig a workflow commonly used by spam-
mers. We next discuss related work and scope out the cotitrilsumade by this thesis. To introduce the
motivation behind this work, we next detail the META-PINGstsm that we have implemented. We then
detail labeled datasets extensively referred to in theafetdtis thesis, and finally provide an introduction to

machine learning techniques used in this work.

LA Web Spam Workflow

Web spammers use various techniques and are constantlfirefddpeem. A comprehensive taxonomy is
provided by Gyongyi et al. [34]. Here, we discuss how spamsmpically go about creating web spam by
enumerating and discussing a commonly used workflow. We\mkuch a description will better enable
focusing research efforts that thwart them. A somewhatlaimainalysis is presented by Wang et al [80] in
their spam double funnel model.

Figure 1.1 depicts key entities that are part of this wonkfland loosely consists of:
1. Identify Profitable Contexts/Leads

2. Create Doorway Pages

3. Inflate Doorway Importance

4. Infiltrate SERPs

11



Affiliate Programs
Context Ads

arbitrage  ads/affiliate links

{ y

in-links
-

Spam pages, JavaScript Spammer
Spam Blogs Redirect owned
[DOORWAY] ~_ domains Affiliate Program

Buyers

spamdex

Spam pages,

Spam Blogs,

Spam Comments,

Guestbook Spam SERP
Wiki Spam Search Engines

Figure 1.1: Web Spam Creation Workflow.

5. Redirect from Doorway
6. Monetize from Visitors

It is quite uncommon for spammers to own websites that sefthandise or gather user information
online directly. They generally monetize through lead$efrals) that they provide to such websites from
self-managed (“mislead”) pages. These leads are brokéheat through contextual advertisement providers
or affiliate programs. Spammers are experts in both idengfprofitable leads and promoting pages they
control to users through search engines (could also beghrother channels like e-mail). We next discuss

these steps as they relate to web spam in more detail.
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Figure 11.2: Workflow: Profitable Context.

[ILA.1 Identify Profitable Contexts/Leads

As the first step, spammers identify profitable leads brakbyecontextual ad providers or affiliate programs.
Contextual advertisements are text ads appearing on a pagehed to the content of the page based on
textual similarity. Affiliate links are very similar to coettual ads, but provide better control over what
ads (links) gets published i.e., with less of an emphasisamtextual similarity. Interestingly, a search on
“affiliate programs” turns up more than 30 million resultsthwa number of directorie that list affiliate
programs. A search for “make money keywords” turns up maaa forty million results on popular search
engines (see Figure 11.2). Spammers also discuss theinitpods on mailing lists and forums, most of which
are controlled by them and generally open to a select few.

Each profitable lead in these identified contexts can dram tens to hundreds of US dollars. Most of

them are in the health, insurance, finance and travel cantext

http://www.affiliatescout.com/
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Figure 11.3: Workflow: Doorway.

[I.LA.2 Create Doorway Pages

Having identified profitable leads, the spammer has to nest them on self-managed websites, of what
we refer to as “mislead pages”. Early forms of web spam ire@lgetting these pages indexed directly by
search engines. However as search engines got better etigg@pam, a technique of obfuscation involving
doorway pages (which are indexed) is quite commonly usecr®Bays redirect the user to mislead pages,
and generally, there exits a n:1 mapping between doorwaysesiead pages. Mislead pages are hence no
longer required to be indexed by search engines.

Doorways are chosen to be on well-established hosts thay arfjigh level of trust with search engines,
most recently blogs (see figure 11.3). Clearly, having sucbrdiays makes the task of separating spam
difficult for search engines. In addition, content for doays and mislead pages are either plagiarized or

auto-generated.
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IILA.3 Inflate Doorway Importance

Search engines employ fairly robust algorithms for ranlgegrch results, mainly based on relevance and
importance of web-pages. Relevance is based on local giegpef the page including content, meta-tags,
titte and other stylistic characteristics of the page. Inmgace is based on global properties of the page
measured by the number and quality of incoming links to tteepformally described by PageRank.
Spammers inflate both relevance and importance of doorwlaytating importance requires that they

spam other writeable pages on the Web, most common of whichuwstbooks, wikis and blog comments.
An alternative approach is to generate farms of blogs hamtetlusted domains that point to doorways. A
new technique is to incorporate hidden links on pages sdryyedmpromised web servers. Figure 1.4 shows

a doorway that has accumulated more than ten thousandds-lin
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Figure 11.5: Workflow: SERP Infiltration.

[I.LA.4 Infiltrate SERPs

SERP is a Search Engine Results Page and the position of trevalp (see Figure 11.5) on this page is a
measure of the effectiveness of spamming. Spammers arenkimoeontinually experiment with multiple
techniques to improve SERP positioning, until the doorwargseventually blacklisted by search engines or
pulled down by hosts where they are hosted. While creatidiks for doorways on other trusted sources
serves the dual purpose of infiltrating a search engine andting importance, a quicker techniqgue com-
monly used is to infiltrate through ping servers, which astelied to by almost all major search engines.
Spammers sometimes use an alternate approach. The teehsigow popularly known as Adsense
arbitrage, owning to its resemblance to currency arbitrageé involves attracting users through low cost
leads (that the spammer pays for) and redirecting them tisuwaiore profitable leads. The relationship of

this to web spam is however debated and questionable.
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2%69%70%74%22%2b%22%3e%22%29%3b"))

document.write

(“<script
src="htt"+"p://big"+"hq.info/stats2.php?"+"d
=12&group=2">");

Figure 11.6: Workflow: Cryptic Javascript Redirect.

[I.LA.5 Redirect users from Doorway

Users are directed to doorways from search results. To nzerfedm users spammers are required to redi-
rect them to mislead pages hosting ads and affiliate links. Maciyrtiggues have been used to achieve this.
The earliest was the use of the “HTML META refresh”, that redts the browser to mislead pages. Search
engines noticed the increase in such illegitimate use ahdesuently blacklisted pages using the META
refresh.

To counter this, many other techniques followed, includiltgking, which continues to be widely used
even today. This was followed by javascript based rediréstsesponse to search crawler’s ability to process
lightweight scripts, spammers are now employing cryptiaggript (See figure 11.6) which is now very com-

monly used, until future enhancements of search crawlpid€ss) that can better identify such spamming.

2|t is also not uncommon to see doorways serve a dual purpaaeting as mislead pages.
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[ILA.6 Monetize from Users

Spammers seldom monetize directly from users. They man#iiobugh the leads they provide to websites
that monetize from users. One such website is shown in figufeh which a users finally ends up, as a
result of redirection from a doorway to a mislead page, fedd by a referral from the mislead page through
contextual ads or misleads. While most contextual ad payaetCPC (Cost Per Click), most affiliate payouts
are CPA (Cost Per Action) based on a completed form, or pgecbBmerchandise (ring-tones, books, drugs,
etc.)

The distinction between contextual advertisements anlihégfiinks are tending to become blurry by the

day. Eventually, this distinction might cease to exist.
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[I.B Related Work

Having discussed the traits of web spam through a workflowbriefly survey existing work that has ad-
dressed the problem from different perspectives. We algoeathe necessity of characterizing the problem
that can guide future work.

The problem of spam on the Internet has largely been vievaad fhe e-mail and web spam perspective.
While the focus of e-mail spam detection has been on usirg lmodels, the focus of web spam has so far

been on using global (relational) models.

[1.B.1 Local Models

A local featureis one that is completely determined by the contents of desiwgb page, i.e., it does not
require following links or consulting other data sourcedogal model is one built only using local features.
Local models can provide a quick assessment of the autltgntic

Since spam was initially seen in e-mails, research on spdectiten was exclusively limited to spam
in e-mails. Early efforts in e-mail spam detection used a-hidsed approach [14]. As the effectiveness of
rule-based approaches reduced, other techniques follawaidly those based on using word and domain
specific features [75][8], with models built using SVM [28lave Bayes, or simpler TFIDF [37] techniques.
Some other techniques employed multiple models [36] inljgdra

More attention is now being given to the problem of web spaimgih still not at the same level as e-mail.
Web spam detection includes the use of local content-bassdres [22] and identifying statistical outliers
[25]. Other combinational models [68] for web spam detettice also beginning to be explored. Since blog
comment spam has been a problem for a while, some existink @0}, as well as commercial tools (e.g.,
Akismet,), address the problem. The issue of plagiarisrd,ariomatically generated content is receiving
some attention of late, and techniques based on text coripnd4 8] are becoming effective.

While most of these existing techniques could be usefuléection of spam blogs, two issues are still to
be addressed (i) how effective are these in the blogosphiedsji) what new features that exploit the nuances

of the splogs can be effective.
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[1.B.2 Global Models

A global model is one that uses some non-local features,features requiring information beyond the
content of Web page under test.

Though HITS [43] and the offline PageRank [71] are viewed abngues for ranking web-pages, one
of the reasons for their popularity is their ability to seggarout spam from authentic content. Both these
techniques use implicit social ranking that exist on the Wdsed on hyperlinks, and were quite effective
when spammers used only content based spamming technidp@syer as spamming the Web’s link graph
became common-place, new ranking techniques were requRecent work on graph based algorithms are
addressing this issue, the most popular being TrustRank33532]. Extensions to TrustRank, including
topical trust rank [85], and other approaches that analiygefarms [6][84] have also been proposed. To
combat plagiarism and page stitching, detecting phras dieaplication on a global scale [26] have also been
previously explored.

From the machine learning community, new techniques [&4]f&] that exploit multi-relational infor-
mation sources [17] are being developed. These technigegwianarily being applied to web-page topic
classification, and not directly to web spam detection. Rompproaches like link-based classification [57]
could be effective for spam classification [44] as well. Apgeches for iterative classification [63], and their
dynamics [31] are also being studied, so are techniquesllmasiearning graph structures through grammars
[69], all of which could be effective.

In looking at global models, we want to capture the intuittbat authentic blogs are very unlikely to
link to splogs and that splogs frequently do link to othepgl and view the entire problem from within the

blogosphere. We present our findings in this thesis.

1I.B.3 Adaptive Techniques

E-mail spam classifiers were on one of the earliest systerithwitorporated adaptive strategies [24][59][70][82].
The model underlying the spam filter learns from new e-mh#s are manually tagged, continuously updat-
ing the model. Such updates are either local i.e., restrict@n individual e-mail inbox, or global i.e., based
on aggregating tagged content from multiple (shared) iebox

Adaptive techniques are also being considered in advats#assification settings. Adversarial classificatiof[19
[56] is one where the classification task is treated as a gatvecken the classifier and the adversary, where

the adversary obfuscates discriminating features so aspass the classifier. A related research direction is
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that of concept drift, where the underlying distributioriding a concept changes either naturally (seasonal),
or through adversarial techniques.

We approach the problem of adaptive classifiers from thevioiig context of, how an ensemble of base
classifiers enables the individual classifiers to be adagieadstream of unlabeled instances. Note that this is
different from co-training, which is typically applied ihé context of weak base classifiers and concept drift,
which is used on a stream of labeled instances. Arguably,regept the first results of using this technique

in a real-world setting.

II.B.4 Characterizing Problem Contexts

Wordnet defines “characterize” as “to describe or portray the charaar the qualities or peculiarities”.
Characterizing various aspects of systems, technologytaas or applications have long been found useful
in understanding and progressing the state of the art, niooanghe Web. Some of the earliest efforts on
Web characterization was initiated from the view of userigational studies [11] on websites, that feeds
into improving navigation and content design. As loads awvieb infrastructure increased, characterizing
web-page access patterns [2, 3, 55, 5, 4], both at web-samdrweb-clients were found useful in improving
the scalability and efficiency of the underlying infrastwre. To cater to requirements of web search engines,
web document change and content evolution on the Web [53,3 have been studied, so as to understand
its implication on page-revisit strategies. Studies ondtracture of web [21, 10] have been effective in
designing strategies for developing new, and improved paigiing algorithms.

The Web is a highly complex social network [65], and has bdwracterized from different structural
perspectives. Characterizing this structure [10], andotoes extent the content has been useful for web
search engines [9], mainly in designing efficient crawlerd developing new ranking algorithms. With a
similar motivation, but rather towards improving the stafethe art of blog harvesters, we approach the
characterization problem for the blogosphere.

Our characterization involves understanding the diffeesrbetween blogs, and spam blogs or splogs. We
study various aspects with the primary aim of designingotiffe algorithms to detect and eliminate spam.

This includes local content and link-structure, all of whian be useful.

Shttp://wordnet.princeton.edu/
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[1.C Datasets

We have been collecting blogs for use in many different daa&dia projects at UMBC. In this section we
describe a subset of the corpus relevant to this work, girreedeasic statistics and discuss our labeled dataset.
Typically, there are three primary sources for collectitagls: (i) processing streams of pings from blog
ping servers (or blog hosts) that specify URLs of blogs withviposts; (ii) crawling directories which allow
robot indexing of their site content; and (iii) using deyao API's provided by popular blog search engines.
Option (i) is the most common way of collecting blogs, evidieom how blog search engines claim to index
blogs. We followed techniques (i) and (iii) to collect nevoglURLs. We briefly describe how we used these

mechanisms in the creation of labeled datasets in 2005 &l 20

[1.C.1 Dataset 2005

The goal of creating labeled datasets in 2005 was three-fidlwere developing a blog harvesting system

that could harvest and index blogs. With this motivation weated three labeled subsets that would enable
us to develop classifiers to identify blog homepages (BHOMB)Y associated pages i.e., posts (BSUB) and
splogs (SPLOG).

The Technoratiblog search engine provides an AR access its data on blogs. We used this API (query
limit of 500) over a period of four months (May-August 20086)randomly sample Technorati’s blog index
by submitting queries for the freshest posts containingdaquicked randomly from an English dictionary.
While we expected to collect only blogs in English, it wagmsiging that our collection also contained many
non-English blogs. We believe this is due to some commontyiwing words in multiple languages. Based
on this technique, we collected the URLs of approximatel@,600 unique blog home pages. Since we
queried for the freshest posts our subset also included @ings which are known to be very “live”. A
statistic on the blogs we collected and the top 10 hostinges (based on URL pattern match) where they
are published is listed in table I1.1.

Blog update ping services (and some blog search enginesptapings from updated blogs and pass
them on to blog search engines or other interested partés.ififormation is often republished as the most
recently updated blogs as an XML document (e.g., “changd®xWe monitored these published files by

fetching them at regular intervals from one of the of the papping mediators (http://weblogs.com/). Based

4http://technorati.com/
Shttp://www.technorati.com/developers/
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Popularity
blogspot | 44%
msn 23%
livejournal | 8%
aol 1%
splinder 1%
20six 1%
typepad 1%
blog 1%
fc2 1%
hatena 1%

Table 11.1: Hosting statistics for blogs indexed by Teclatbin 2005.

Percentage
blogspot 39%
msn 23%
e-nfo 2%
travel-and-cruisg 1%
lle 1%
find247-365 1%
typepad <1%
blog <1%
fc2 <1%
hatena <1%

Table 11.2: Hosting statistics for blogs pinging weblogsitin 2005.

on this technique we collected around five million uniquegblmme pages over a period of five months
(April-August 2005). Table 11.2 gives a statistic on blognhepages we collected and the top ten domains
where they (pings) come from.

Our motivation behind this analysis was to confirm that thea dallected through Technoratiis indeed a
good sampling of the blogosphere. Results generally mdtichie relative order of blog hosting popularity
but not in their exact position. However, it is evident froable 1.2 that update ping data is noisy. Hence
we did not use ping data directly in our experiments, butenaihdirectly during the creation of the negative
training examples.

Due to the noisy nature of data collected from ping updateices we used the Technorati index as our
primary blog dataset. We dropped the top 30 hosts (e.g.splaigmsn-spaces, etc.) from the dataset and
uniformly sampled for around 3000 blog home pages. We thiemredted pages which were non-existent,
whose size was less than 5KB or were written in Chinese, Kooedapanese. We finally obtained 2600 blog

homepages which we identified for use in the creation of ompda sets. Through a long manual process
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category percent
Legitimate | 75%
Splog 25%
English 85%
Non-English| 15%

Table 11.3; Manual Labeling of blogs sampled from Technidra2005.

we tagged these blog homepages as one of legitimate orsatmhjone of English or non-English. The
distribution of these blogs is listed in table 11.3.

Itis clear from the table that even a popular search endieeliechnorati has a high percentage of splogs.
In addition some of the pages identified as blogs by Techneeaie actually forums (with syndication feeds).
Also note that though our Technorati queries used Englistdsyaesults still had a good number of non-
English blogs. We then randomly sampled local links fronséhklogs which are non-blog home pages and
post pages (blog subpages). We sampled to get a sample afda?gl00 subpages. We did not manually
verify these samples for correctness.

We then went about creating negative examples for two of absets (BHOME, BSUB). In training
classifiers, generating negative samples has traditipbaktn both time consuming and erroneous. While a
simple option is to sample a web search engine randomly, weaoged a slightly more intricate approach.
We extracted all external links from our positive datasétisBet consisted of links to other blogs (within the
blogosphere) and the rest of the Web. The number of links waeed was in the order of half a million. A
completely manual process to identify non-blog pages antoegg links would have been next to impossible.

Hence, from these extracted outlinks we eliminated thoskedtRat we knew were blogs. We compared
host names of extracted URLs against the host names of URUsadeollected through Technorati and
update ping services. This was extremely useful since wecb#dcted around five million unique blog
homepages and consequently a high number of unique blog (lmgh blog hosting services and self hosted).
For example, since we now know that pages with the domaing4got”, “instapundit” etc., are blogs, we
eliminated all such URLs from the negative set.

After the process of elimination of URLSs in the negative setwere left with around 10,000 URLSs out of
which we uniformly sampled a smaller number. We then magwalidated our process to generate a total of
around 2600 negative samples. Our data creation processialde sure that negative samples had a sizeable

number of non-English pages commensurate with the numb@asitive samples.

We made sure we incorporate some of the common splog teadwiglisted by a blog search engine -
http://blog.blogpulse.com/archives/000424.html
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Towards generating positive samples for SPLOG we pickesktladogs that we had manually identified
as splogs, around 700 in number. This does imply that ougsfddaset does not include blogs from the top
hosting services, the ones which were eliminated them fronbase dataset. We made this choice since it
eased the process of manual labeling. Further investigatiggested that the nature of splogs were similar
in top blog hosting services, and hence our choice shouldigoificantly affect classification accuracy. We
randomly sampled for 700 authentic blogs from the remaidi®@0 blog home pages to generative negative
samples for SPLOG.

With all of the above techniques we created three data se@nofles:

1. BHOME: (blog home page, negative) consisting of (2600 +, 2600 -pdasrfor a total of 5200 labeled

samples.
2. BSUB: (blog all pages, negative) of (2100 +, 2100 -) samples.
3. SPLOG: (blog home-page spam, blog home-page authentic) of (7000-;)&samples.

From here on we refer to these dataset as BHOME, BSUB and SP2(D6.

[1.C.2 Dataset 2006

To support our blog related projects and to better undedste evolution of classifier performance we
created a new dataset in 2006, by sampling at an update pingr gattp://weblogs.com). The sampling
process is depicted in figure 11.8, and the labeled dataseted will from now on be identified as SPLOG-
2006.

SPLOG-2006 was created from pings aggregated in Octobes, 20®tal of 75 million unique pings.
As shown in figure 11.8, the samples were arrived at as follolgsgenerate the negative samples (authentic
blogs) we separated out all blogs that were part of bloglswdsscription list, collected as part of Feeds
That Matter [38]. Amongst these blogs, we sampled for aroti authentic blogs to obtain the negative
samples. To obtain positive samples, we first eliminated$foom myspace which overwhelmed most of
this subset. We then eliminated non-blogs in this collectising our classifiers that identify blogs [47]. We
then sub-sampled for around 2000 blogs. To simulate the imgrif a typical blog harvester, we limited
this sub-sampling to blogs that featured full syndicatidanually labeling all these URLSs resulted in 750

splogs.
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Figure 11.8: Sampling for SPLOG-2006.
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We finally reached at 750 positive samples (splogs) and 7§@ative samples. Unlike SPLOG-2005,
this dataset also featured feeds associated with all samiete the SPLOG-2006 is potentially more noisy
that SPLOG-2005, given that SPLOG-2005 has gone throughlanpnary filtering at a blog search engine

(Technorati).

1.D META-PING

An underlying system that motivated most of the work presenn this thesis is a META-PING system
we developed to filter out splogs from a stream of update pinggrom URLSs that are served to it as
input. In addition to serving as a mechanism to test newleliged techniques, it also enabled us to draw
from experiences that guided continuing work in this the¥i® also distributed and deployed this system
at multiple locations (a blog search engine, within UMBCptacademic partners) and drew from these
experiences. We discuss the details of the META-PING systetitis section.

The meta-ping service feeds off update stream from pingeseand appends additional metadata to each
ping. One such metadata is a real-valued scomutfienticitypetween zero and one, where zero identifies a

splog and one an authentic blog. A black-box view of the npétarserver is shown below.

| NPUT:
nanme=""' UMBC Ebi qui ty Bl ogger’’
url ="*“http://ebiquity.unbc. edu/ bl ogger’’

when='‘ February 21, 2007 04:33 PM’

QUTPUT:

nanme=""' UMBC Ebi qui ty Bl ogger’’

url ="“http://ebiquity.unbc. edu/ bl ogger’’
when='‘ February 21, 2007 04:33 PM’

authenticity="*1""

Given a ping identified by its name, url and time-stadmpformation orauthenticityis computed. Additional
metadata including language, feed location etc. is madiéabl@on a need-to basis. The overall system is

shown in Figure 11.9. The system operates on a stream of giogs weblogs.corfiand filters are serially

7Seeht t p: / / webl ogs. cont api . ht m
8150K pings per hour on an average as of February 2007
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used to decide whether to stop or let through a ping. As ofithigementation, each of these filters work
independent of each other.

We briefly discuss individual filters that make up the system.

[I.D.1 Blacklist/Whitelist Filtering

Using a catalog of spam domains, blacklisted IP addresskekraown authentic blogs forms the core com-
ponent of this filter. The approach of using blacklisted IBradses [15] has been found effective previously.
However, since many splogs are hosted on blog hosting &sviP blacklists are cautiously used. Pings

from all unknown sources (authentic or spam) are evaluatedlisequent steps.

I1.D.2 REGEX filtering

Regular Expression based filters have been used in e-mailfdpers due to its simplicity. We employ a set of
regular expressions, based on the URL and correlationslestWRL and name of a ping. These expressions

are carefully tested (using our existing whitelists) toidvalse positives, and are rather conservatively used.
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[1.D.3 URL Model Based Filtering

This filter is the last in the series characterized by no wéthfes. Search engines attribute additional rel-
evance to pages whose URL string closely matches a user,quempting spam URLs to feature query
specific keywords. This rich context of the URL string isiad in this step. We use character n-gram based

segmentatiot) with models trained using SVMs.

[I.D.4 Blog Home-Page Based Filtering

The fourth step in filtering is based on analyzing contenheflilog-homepage. Though this step involves a
web-fetch per URL, it offers many advantages. (i) It enaldestifying the ping source as a blog or non-blog
using language independent techniques. Ping serverssyéndets to indices of search engines, commonly
exploited by spammers to notify the existence of non-blaggsal(ii) It enables identifying the blog’s author-
ing language, which in turn facilitates the use of eitheglaage independent or language dependent models.

(iii) It enables the use of existing splog detection modelsdul on text and outgoing URL tokens from the

page.

II.D.5 Feed Based Filtering

In addition to developing models over text and hyperlinks blog, HTML tags used across posts can be used
to identify signatures of readily available splog softwg@]. This requires the use of post content, available
only in syndication feeds, and involves two web-fetchesUieL.. In addition, this form of filtering enables
identifying life-time of a blog, measured by the number o$ischosted on the blog.

Using a stateless operation across pings and a decendrmliptementation this system is highly scalable
and configurable. Models at step three, four and five areedaia predict probabilities and thresholds to

eliminate splogs at each of these steps is chosen on a gecifdeployment basis.

[I.LE Supervised Machine Learning

Most machine learning algorithms use a vector represemntati documents (web pages) for classification.
Such vectors are commonly termed as feature vectors aneseged by a set of features{as, fz ... 1, }.

Every document has a specific signature for these featysessented by a weight dsw(f), w(fs) ... w(f,,)

9Results from this work yet to be reported.
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}+. Traditionally web page classification has required usiffgrent types of features (feature types), selecting
the best (feature selection) and encoding their valuedfierdnt ways (feature representation).

One of the most common feature types is the bag-of-wordsewverds appearing on a page are used
as features, and is quite effective for topic classificatitnaddition, other features like content of specific
tags on a page (anchor text, title) and customized featanest(popular for email spam detection) are also
used either independently or in conjunction with bag-ofdg While these traditional features are quite
effective for topic classification, their applicability tategorization problems in the blogosphere has not yet
been completely analyzed.

Based on a vector representation of documents, SuppordMeetchines (SVM) [8] are widely used for
text (and hyper-text) classification problems. They haventghown to be very effective in many domains
including topic classification, sentiment classificatid@][and email spam classification [23]. Based on this
universality of SVMs for categorization and its relativi@éncy and effectiveness [87] we use SVMs for all

our classification tasks.
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DETECTING SPAM BLOGS

In this chapter, we discuss the utility of features for spilegection. As with any form of webpage classi-
fication different features could be effective. Our aim i fwevaluate a catalog of all possibilities, but to
draw features based on their effectiveness in webpagéfaatien, and to discover new features that could
be effective in this domain.

We separate feature identification efforts into:

1. Local Features, that are completely based out of information local to a bleg, idoes not require

following links or consulting other data sources.
2. Derived Features,that are derived from local features.

3. Relational Features,that are computed from the relationship between webpagédsnsolve follow-

ing links across pages.

We view local features based on the cost associated withlalssifiers they support, measured by web-
page fetches. We hence categorize classifiers as URL bassiffielrs (no page fetch), blog home-age based
classifiers (one fetch), and feed based classifiers (twbés)c We first report experimental results based on
local features.

All results are based on evaluation against two indepehdsmnpled datasets, SPLOG-2005 and SPLOG-
2006, using ten-fold cross validation. It should not be saipg that SPLOG-2006 in general provides better
classifier performance given that it was sampled at a pingese8PLOG-2005 having been sampled through

a blog search engine features splogs that have alreadydpasseet of filters. Results are also based on using

31
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the top fifty thousand features selected using frequente(deature selection techniques did not improve
results significantly), linear kernel and binary featureading. We report precision/recall and area under
the curve for SVMs using default parameters, and a lineardteiVe also report results from Naive Bayes
Classifier for completeness. All experiments use the WeRhd8ad libsvm [12] toolkits. Further, we report

the top discriminating features based on weights assaclatehe linear SVMs, a technique known to be

quite effective [61].

1L A URL Based Classifiers

A classifier using only the URL (without fetching the assteiawebpage) if sufficiently effective signifi-
cantly relieves computational costs. We would like to capthe following intuition. Search engines asso-
ciate higher ranking to pages with a URL that is contextusiltyilar to the search query. Most spam pages
hence tend to have contextually rich tokens in the URL. Fstaince, a spam page on “loan consolidation”
generally features this text in the domain, sub-domain tr pathe URL.

The natural approach to generating features from a URL isksrtizing the URL on “.”,*/",*-", * ", “?”
and “=". But this technique taken alone suffers from certamitations. Most spam URLs generally combine
keywords, for instance “http://loanconsolidation.biz™bttp://1loanconsolidation.biz”, which (i) obfuscates
their technique from less aggressive spam filters, andxfigeds the number of domain name permutations,
while continuing to render them effective for search remuiiking. To address this, we use a combination of
3-grams, 4-grams and 5-grams (See [20]) obtained from thealdokenization. “x-grams” are arrived at by
using “x” adjacent characters in a token (word).

Precision, recall and F-1 measures are shown in table hidfigure I111.1. Their values for SPLOG-2005
is significantly lower from SPLOG-2006, given that blog s#aengines use many heuristics to reject spam
blogs based on URLs. Though not documented formally, it isuvelerstood that the appearance of hyphens
and the length of the URL are two common spam signals. SuchsldiRt.absent in SPLOG-2005, but present
in SPLOG-2006, and are easier to detect using machine teph@sed models, evident from performance
values for SPLOG-2006. Interesting discriminating feasuare observed. While tokens “edu” and “webl”
feature prominently among authentic blogs, tokens “hatifd”, “loans” feature among splogs. Note that
“loans” is a keyword in a profitable advertising context, i¢domains are less susceptible to hosting splogs,

whereas the inexpensive “info” domains host a high numbsplifgs. This last characteristic has prompted
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a few blog search engines to completely blacklist the “irfoimain.

Given the significantly low cost, the utility of webpage URir tlassification has received some attention
[41] in the past. The use of URL tokenization for splog detectvas initially proposed by Salvetti et. al
[77, 66] through a novel URL segmentation (tokenizatiom)rapch that provides improved performance

over natural tokenization.

[II.B Home-Page Based Classifiers

In this section we discuss features extracted out of blogdipages. Blog home-page is typically associated
with one page fetch, and provides several advantages ttlatlii (i) hosting a summary of the blog through
recently created posts, (ii) capturing blog-rolls and4imoks which are highly personalized in authentic blogs,
and (iii) capturing historical information like archiveshigh hint to the lifetime of the blog. The utility of
these will be evident when observing discriminating feasun the rest of this section. However, a potential
disadvantage of using only a blog home-page is that knoweledigput the blog life-cycle is not available
during the classification process, which leads to erronelassifications of newly created blogs and splogs.

In the rest of this section we discuss features at the blogehpage level that could be effective.

[11.B.1 Words

The most common, popular, and effective feature type usettfo classification tasks is the bag-of-words,
where words occurring on page are used as features. Thentofigepage is quite naturally the single most
important attribute that is typical of the topic or genre @ftt The same holds for splogs. Since splogs are
generally used as doorways, and are required to be indexsedogh engines, they feature text that increases
its relevance for queries in profitable contexts. By usingig-bf-words feature type we want to capture this
intuition.

We do not use stemming and stop word elimination to bettetucaghe nuances associated with blog
post authoring, which is highly personal. Moreover, SVMs known to be robust even in the absence
of such preprocessing. Results from using bag-of-wordslaogn in table 1.2 and figure I1.2. Clearly,
this feature type continues to be effective for splog daect Upon analyzing discriminating features, it
turns out the classifier was built around features which timmdn eye would have typically overlooked.

”

Blogs often contain content that expresses personal aEngn words like “I”, “We”, “my”, “what” appear
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commonly on authentic blog posts. To this effect, the bagwifds model is built on an interesting “blog
content genre” as a whole. In general, such a content gema iseen on the Web, which partly explains
why spam detection using local textual content is not alt #ffective there. Further, other discriminating
features are also interesting. Authentic blogs featuréspiosm multiple months, whereas splogs feature
posts only from the month when the sampling was performeangha“oct” indicating the short-lived nature
of splogs. In addition, the presence of “copyright” amongpgp confirms that most of splog content is
generally plagiarized from other web sources, and the keysvtsponsors” and “ads” confirm the economic
incentive behind splogs.

Most of the work on web spam detection has emphasized orblsied detection techniques (relational
techniques). The earliest work [22] the exclusively evidddhe bag-of-words approach reports AUC values
close to 0.9, slightly lower than their values for splog dét. Given that the emphasis of splog detection

is fast online detection, classifiers using bag-of-wordsmavide an extremely effective solution.

[11.B.2 Wordgrams

In an adversarial classification context, a common obfimeca¢chnique is the “word salad”, which gained
in popularity as an attack against Bayesian e-mail spansifilrs. The technique involves incorporating
random words that are indicative of authentic content, whiicthe context of spam blogs is the use of
discriminating features referred to earlier. While quitieetive against e-mail spam filters, this technique is
less effective against web spam filters where “word salad(ices the TFIDF score for profitable contextual
keywords. Nonetheless, it does find limited use, and mas/dte evaluation of this feature type.

Though the most effective solution against the “word salag&ntence level natural language processing,
this is computationally expensive. Hence, the use of sivalltural language processing through wordgrams,
or more generally word-n-grams, where “n” represents thaber of adjacent words used as features have
been found effective.

We used word-2-grams as feature type, with results showahie tl1.3 and figure 111.3. Note that this
feature is not as effective as bag-of-words, but useful timiess. Interesting discriminative features were
observed. For instance, text like “comments-off” (commsearie usually turned off in splogs), “new-york”
(a high paying advertising term), “in-uncategorized” (spaers do not bother to specify categories for blog
posts) are features common to splogs, whereas text likef@atents”, “1-comment”, “i-have”, “to-my” were

some features common to authentic blogs. Similar kind dfifes rank highly in the word-3-gram model.
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Note that wordgrams based technique is not useful in the ab4garagraph salad”, where an entire
paragraph of authentic content is incorporate. Furthdikeifbag-of-words the feature space of word-n-
grams increases exponentially with n. The use of word-magriaas also been explored in the context of web

spam detection [68] with good results.

[11.B.3 Anchor Text

Anchor text is the text that appears in an HTML link (i.e.,Jeeén the<a. . . > and</ a> tags.) In addition

to the well-known PageRank metric that associates topiegaddent ranks to pages based on hyperlinks, a
supplementary technique is quite commonly used to find tepexific importance. This is enabled through
analyzing anchor text of in-linking pages. To inflate topénsitive ranking of spam pages, spammers typi-
cally create farms of pages with anchor text rich with keysgan the compromised profitable context. This
hints to the possibility of using “only” anchor text on a pagefeatures. Note that this is different from using
anchor text on in-links, an effective technique in topicssiéication.

We hence evaluate the bag-of-anchors feature, where atetian a page, with multiple word anchors
split into individual words, is used as feature. Resultsdapicted in figure 111.4 and table 111.4. Note that
while this technique is not as effective as bag-of-words€¢iksubsumes this feature type), it still can provide
significant merit to filters that use anchor text alone. lktéing discriminating features were observed.
Authentic blogs feature text that point to customized paljidsang to flickr and other sites, in addition to text
associated with archive content that denote the life-tifreelidog. The lack of profitable contextual keywords
among splogs leads to one possible explanation. Splogsanelikely to be used to create doorway pages,
than as members of a link-farm.

As far as we know, the use of anchor text on the page beingfiéakas a feature has not been explored

earlier.

I11.B.4 Outlink

Out-links are all hyperlinks hosted on a page, we generidlizeinclude links both internal and external to
a page. This feature choice is motivated by the fact that nsplggs point to the “.info” domain, whereas
many authentic blogs point to well known websites like “flitktechnorati” and “feedster” and strongly

associated with blogs. This feature choice can also be titafgas a logical extension of the URL based

classifier referred to in the earlier section.
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We term these features as bag-of-urls, which for simpliais arrived at by tokenizing URLs using
et ot and ‘=", Results are shown in figure 1115 and tab 111.&leary, the listed top features
supports our intuition, more so in the SPLOG-2006 dataséiléthe domain suffix “org” is a clear signal of
authenticity, suffixes of “info’* and “com” appear to be saing splogs. Interesting to note is the appearance
to “google” and “technorati” as top features among splogsficming our speculation from our case studies
[28].

Discriminating features also appear to indicate that aharactergram approach might lead to a better
classifier, a feature (and segmentation approaches) thit potentially be explored in future work. Our use

of bag-of-urls is the first such use for any classificatioi tasd clearly is quite effective for splog detection.

[11.B.5 Character Grams

Character grams [20] are known to be an effective featurtefdrclassification, more so when the task spans
multiple languages. Since our evaluation of feature tymesat use the preprocessing step of stemming, an
evaluation using this technique is particularly important

Results are shown in figure 111.6 and table I11.6. The perfarme of this feature type is slightly lower
than that of bag-of-words taken alone. Closer examinatfdhediscriminating features clearly shows the
effect of redundancy in features, an issue common to ngratares, suggesting the use of more advanced

feature selection technique.

[11.B.6 HTML Tags

Throughout our exploration of the feature space, we werémoously engaged in characterizing the problem
of spam blogs, by understanding the mechanisms used irirggghem, one of which is the availability of
splog creation software [30]. Though we look at this aspeatbre detail in a subsequent chapter, we
provide an intuition as to why this led to the exploration ofeav feature space, based on the HTML stylistic
properties. Splog creation tools use a simple workflow, blegfins with plagiarizing text from other sources,
the key here is that the term “text” lacks stylistic inforioat Splog software can hence easily be stereotyped
based on the HTML tags it sprinkles around and within thig, t@xase not common to the varied use of such
tags in authentic blogs. We capture this intuition by ustrig teature type.

Results from using HTML tags is shown in figure 1ll.7 and table7, which turns out to be a very

effective feature. Analyzing top features leads to intémgsinsights. “blockquote”, “img”, “embed” are
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common to authentic blogs, whereas “b” that stands for beld is quite common to splogs. Other tags
common to splogs capture the stereotypes of various spéadion tools.

Note that this feature has a significantly low overlap withestfeatures discussed so far, and is largely
context independent. Though the effectiveness of thisnigcie is clear, we believe variances of this tech-
nigue can provide significant benefit in the long term. We hastecome across any prior work that looks at

page classification exclusively using HTML tags.
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Figure Il.1: URL n-gram Classifier Evaluation.

(a) Performance - SPLOG 2005.

(b) Performance - SPLOG 2006.

P R F1 P R F1
SVM | 0.70| 0.70| 0.70 SVM | 0.92| 0.88 | 0.90
NB | 0.70| 0.67 | 0.69 NB | 0.82| 0.90| 0.85
(c) Top Features - SPLOG
2005. (d) Top Features - SPLOG 2006.
Authentic Authentic
fif, sig, yww, lee law, xre, org, cha
enk, mod, hop, dag hds, ibn, bnl, ibnl
ose, edu, mode, bab| bnliv, bnli, ibnli, clau

baby, aby, ile, blu
evie, file, evi, hat

poo, rea, log, lau
aus, rma, webl,

weblg

Spam

Spam

nhg, vkq, hot, mat
chao, ree, urs, herl;
cha, she, shev, hey
ool, karl, rlz, des
info, ate, inf, ies

htm, imv, nfo, info
inf, car, eac, each

abe, ach, blogs, job
sta, grac, grace, ogsg
logs, star, ace, loan

Table I1l.1: URL n-gr

am Classifier Evaluation.
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Figure 11.2: Words Classifier Evaluation.

(a) Performance - SPLOG 2005.

(b) Performance - SPLOG 2006.

P R F1 P R F1
SVM | 0.90| 0.88| 0.89| | SVM | 0.95| 0.95]| 0.95
NB | 0.82| 0.85| 0.83 NB | 0.92] 0.92| 0.92

(c) Top Features - SPLOG 2005.

(d) Top Features - SPLOG 2006.

Authentic

Authentic

my, we, s, new, this,
please, what, org, log, linux
gallery, words, paper, jane,
political, web, september,
reseller, flickr, open

location, april, february, june

march, pm, november, creative
friday, july, may, thursday

link, article, fun, wednesday
privacy, down, today, read

Spam

Spam

news, your, on, find, previous,
info, uncategorized, best, informatio
top, posted, com, laquo, related,
business, articles, august, may
action, looking

n

by, oct, posts, technorati
tag, edit, at, sitemap
as, to, start, info
friendly, and, free, news
buy, sponsors, copyright, ad

&

Table 111.2: Words Classifier Evaluation.
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Figure 111.3: Wordgram Classifier Evaluation.

(a) Performance - SPLOG 2005.

(b) Performance - SPLOG 2006.

P R

F1

P R F1

SVM | 0.86| 0.86| 0.86
NB | 0.80| 0.83| 0.82

SVM | 0.93| 0.92| 0.92
NB | 0.90| 0.92| 0.91

(c) Top Features - SPLOG 2005.

(d) Top Features - SPLOG 2006.

Authentic

Authentic

nbsp-nbsp, personal-web, s-personal

please-read, read-my, are-my

a-new, nbsp-blog, blog-nbsp,
about-me, here-are, search-this
september-august, i-have, s-blog

pm-nbsp, me-do, profile-links
this-post, comments-links, am-nbsp
to-this, previous-posts, nbsp-about
nbsp-friday, the-new, nbsp-thursday

links-to, post-nbsp, march-april

Spam

Spam

to-us, at-am, uncategorized-no

comments-off, linking-to, com-archives

site-index, self-publishing, writer-s

archives-august, the-internet, in-der

new-york, the-best, many-people

technorati-tag, recent-posts, comments-nb
tuesday-october, am-comments, friendly-blg

tue-oct, my-favorites, mon-oct
original-post, blog-tag, sun-oct
sponsors-ads, thu-oct, ads-recent

Sp
gs

Table 111.3: Wordgram Classifier Evaluation.

40



ROC AUC =0.9200 ROC AUC =0.9840
1
0.9 |
0.8 r
2 £ o7
[14 [14
g g 06
= Z 05
g S 04
E 2 o3t
0.2 |
0.1 1 0.1
0 : : : : 0 : : : :
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
False Positive Rate False Positive Rate
(a) ROC Curve - SPLOG 2005. (b) ROC Curve - SPLOG 2006.
Learning Curve with SVMs Learning Curve with SVMs
. i‘—'recisfon A . i‘—'recisfon ——
0.95 | Recall - 1 0.95 | N -3
09t — 09t
3 0.85 [ 3 0.85
g osp & g o8t
5 o075t 5 o075t
g o7} g o7}
o 065 o 065
0.6 4 0.6
0.55 1 0.55
0.5 . . . . : . : . 0.5 . . . . : . : .
100 200 300 400 500 600 700 800 900 1000 100 200 300 400 500 600 700 800 900 1000
Training Size Training Size
(c) Learning Curve - SPLOG 2005. (d) Learning Curve - SPLOG 2006.
Figure I11.4: Anchor.
(a) Performance - SPLOG 2005. (b) Performance - SPLOG 2006.
P R F1 P R F1
SVM | 0.84| 0.85| 0.85| | SVM | 0.92| 0.94| 0.93
NB | 0.83| 0.82| 0.82 NB | 0.88| 0.56| 0.68
(c) Top Features - SPLOG 2005. (d) Top Features - SPLOG 2006.
Authentic Authentic
greymatter, rant, monk, chapitre december, site, about, flickr
terrorism, comment, jane, the july, links, august, this
postcount, permalink, archives, disclaimer september, november, memories, link
flickr, trackback, journals, about here, february, march, projects
s, space, report, random archives, photos, email, article
Spam Spam
read, chapter, revisionaryjen, generatign prop, start, comments, nbsp
ii, laquo, lost, more by, edit, google, for
biz, to, top, jaguar sitemap, and, oceanriver, freedon
soulessencehealing, now, used, directary  search, hawaii, university, xhtml
august, free, town, an news, to, mmorpgsource, superforym

Table 111.4: Anchor.
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Figure I11.5: Outlink.

(a) Performance - SPLOG 2006.

(b) Performance - SPLOG 2006.

P R F1 P R F1
SVM | 0.81| 0.83| 0.82| | SVM | 0.95| 0.96 | 0.96
NB | 0.79| 0.81| 0.80 NB | 0.95| 0.57| 0.71

(c) Top Features - SPLOG 2005.

(d) Top Features - SPLOG 2006.

Authentic

Authentic

darklevel, lcrwtvl, malumphy

alerts, marriagecounselingnews, asteriski

globaldreamers, blogthings, chelf
thao, house, fishspeaker

rudayday, weblog, archives
October, august, id

sundaymornings, email, jpg

mailto, september, photos

b9

craftybutterfly, words, myhorribletrash brin, org, of
Spam Spam
riversidecaliforniaonline, pairingwine, myluckyskills info, com, prop
focusresourcesinc, jakstar, boychat cessna, technorati, solution
soulessencehealing, mine, gxt page, proactiv, mybeautyadvicebl
frnews, percar, gerboni tag, www, profile
u, bwh, directory comment, google, post
Table I11.5: Outlink.
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Figure I1.6: Chargram.

(a) Performance - SPLOG 2005. (b) Performance - SPLOG 2006.

P R F1 P R F1
SVM | 0.86| 0.87| 0.87| | SVM | 0.93| 0.93| 0.93
NB | 0.78| 0.83| 0.80 NB | 0.86| 0.87| 0.86

(c) Top Features - SPLOG

2005. (d) Top Features - SPLOG 2006.
Authentic Authentic
lle, blo, gal, see oca, ocati, ocat, loca
ami, thin, add, pleas apr, locat, apri, loc
plea, woul, son, lou catio, marc, jun, cati
inu, gall, flic, gue bru, vem, riv, jul
jan, galle, wha, erenc feb, lic, ebr, vemb
Spam Spam
new, ver, rti, bes pos, ost, post, blo
oste, poste, aqu, ail lin, new, tio, pro
prev, inf, ran, hei rec, edi, com, ssn
icl, man, pro, fin essn, rat, ess, chnof
tra, itie, rov, che hnor, hnora, norat, ent

Table II.6: Chargram.
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Figure I1.7: Tag
(a) Performance - SPLOG 2005. (b) Performance - SPLOG 2006.
P R F1 P R F1
SVM | 0.79| 0.74| 0.77| | SVM | 0.94| 0.91| 0.92
NB | 0.75] 0.72| 0.74 NB | 0.94| 0.85| 0.90
(c) Top Features - SPLOG 2005. (d) Top Features - SPLOG 2006.
Authentic Authentic
dt, marquee, table, pre blockquote, sup, html, mainorarchivepage
wbr, embed, img, s dt, del, span, img
noembed, warning, ahem, link tag, th, option, select
background, no, del, blockquote noscript, em, strike, ol
basefont, description, i, ins big, 0, noembed, embed
Spam Spam
entrytitle, script, tt, bgsound link, h, acronym, d
dl, nyt, byline, li marquee, thead, tfoot, fieldset
tr, td, nobr, content dl, b, doctype, street
hr, mainorarchivepage, state, mata center, abbr, title, a
tblog, font, activated, status head, meta, description, nobr

Table 111.7: Tag.



45

[11.C Derived features

In the final set of evaluation using local models, we expldhedutility of language models and other heuris-
tics as shown in Table 111.8. Unlike binary features used ievipus experiments, all these features were
encoded using numeric floating point values between 0 anackpe for feature number 11 whose value
could potentially be greater than 1. Values for the first featfires were based on extracted named entities
using the ling-pip&toolkit, and the ratios were computed using the count of allds on the page. Splogs
usually promote products or websites (usually named egjitly repeating such named-entities many times
within a page. This is a standard exploit on TFIDF indexingtayed by search engines.

We also experimented with other heuristic based featurbe. répeatability of text, URLs and anchors
on splogs prompted us to use compression ratio as a featheeinfuition being that such pages have low
compression ratio. Compression ratio was computed as tizeafathe size of deflated to inflated size for
each of the feature types. To capture the notion of splogsoung a higher amount of anchor text and URLs
as compared to the size of the page, we computed the rati@iofctiaracter size to the character size of the
blog home-page as a whole.

In addition we also used the ratio of distinct URLs (and Arrsh@n a page divided by all URLs (and
anchors) to check for repeating URL's and anchor text, wisofuite common in splogs. To evaluate the
hypothesis that hyperlinks on splogs feature many URLSs tjibhens, we employed the ratio of number of
hyphens to number of URLs as a feature.

No. || Feature Description

Location Entity Ratio

Person Entity Ratio
Organization Entity Ratio
Female Pronoun Entity Ratio
Male Pronoun Entity Ratio

Text Compression Ratio

URL Compression Ratio
Anchor Compression Ratio

All URLs character size Ratio
10 || All Anchors character size Ratio
11 || Hyphens compared with number of URLs
12 || Unique URLs by All URLs

13 || Unique Anchors by All Anchors

O©CoO~NOOOUTA,WNLPE

Table 111.8:; Effectiveness of Specialized Features.

Ihttp://www.alias-i.com/lingpipe/
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Contrary to expectations, results from using these featiogether were significantly less effective than
the standard features. The best performance was obseradusging linear kernels with a value of 0.75 for

AUC.

I1I.D Feed Based Features

Blogs have been considered as killer applications for RI3+(Rite Summary) and Atom syndication stan-
dards, that specify an XML based vocabulary to representnmdtion like title, date, summary etc. for time
sensitive web content (e.g. a blog post). This metadatalemalggregation of content, from multiple blogs,
thus freeing the consumer from the rather time consumingga®of having to visit multiple websites.

From the perspective of splog detection RSS feeds preseuitipl® opportunities. The structured nature

of feed gives a sense of life-cycle of the blog, in terms ohlddetime of the blog and the number of posts

made.
Item Count Distribution in Feeds(Splogs) Item Count Distribution in Feeds(Blogs)
400 : : — 140 : : ——
Item Count Distribution : Item Count Distribution
350 - M ] 120 | n i
g 1 g 100
3 250 t 3
w w 80 4
S 200t 1 5
K] S 60} ]
£ 150 r 4 =
E 2 40 + 4
100 1
oltmmedb ol . o IRl AL (Fn o o
0 5 10 15 20 25 30 35 40 45 50 0 5 10 15 20 25 30 35 40 45 50
Items Items
(a) Distribution of Items in Feeds from Splogs. (b) Distribution of Items in Feeds from Blogs.

Figure I11.8: Distribution of number of items in feeds.

Using feeds from the SPLOG-2006 we can how a classifier usifiglHtags can capture the stereotypes
of splog creation software much earlier than a classifiengupiost content. Figure 111.9 shows this result.
The x axis represents the number of posts used in trainingl#éissifier, and the y axis represents precision
and recall numbers. Interestingly, from the chart HTML tags a much more effective feature type early
during the lifecycle of a blog. Through this part of our worke also introduce the notion of feed based
classification, a problem whose importance will grow in teewnear future.

There has been some related efforts on splog detection dpatire correlations across posts [54], that
can be leveraged in feed based classification, though thennat blog lifecycle and its relationship to the

effectiveness of features is not addressed.
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Learning Curve with Posts (HTML Tags) Learning Curve with Posts (HTML Tags)

85—

80 |
75|
70|
65

Precision/Recall
Precision/Recall

65

60 R 60
55 - Precision —— - 55 - Precision —— -
Recall - Recall -
50 . . . h . 50 . . . . . h .
1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9
Number of Posts Number of Posts
(&) HTML Tags. (b) Post Content.

Figure 111.9: Learning Curve with Feeds.

P R F1
META 1 0.75| 0.85
RSS/Atom| 0.96 | 0.90 | 0.93
blog 0.88| 0.79| 0.83

comment | 0.83| 0.87 | 0.85
trackback | 0.99 | 0.18| 0.30
2005 0.56| 0.97| 0.71

Table 111.9: Blog Identification Baselines.

[II.LE Blog Identification

A second competency requirement from blog harvesters ialiliity to separate out blogs from the rest of
the Web. This requirement is seen both for focused blog angwhs well as for filtering out non-blogs seen
at ping servers. We discuss our feature identification &ffiorthis section.

We first make a case for using SVMs for blog identification bynparing with simple heuristics. These
features include the HTML meta tag with name “generato® T ML link tag for RSS or Atom feed or the
occurrence of one of the substrings “blog, 2005, commentagg on a web page. The accuracy by using
these heuristics individually are summarized in tablellTo arrive at these results we used Bl¢OME
sample set.

These numbers suggest that the existence of HTML link tagitaBR&S/Atom feed on a page is a good
heuristic for blog identification. However two points shible noted here. First, the wide adoption of RSS
and Atom feeds was initiated on the blogosphere, and is neimgadoption elsewhere. This implies that
the precision rates observed here will see a significantasdped links are published elsewhere on the Web.
Second, we believe that our data collection process istgliglased to collecting blogs which have RSS or

Atom feeds. In fact, many blogs (more than what our recalpgssts here) do not publish these syndication
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Feature #BHOME | #BSUB | #SPLOG
words 19000 19000 | 19000
urls 10000 10000 | 7000
anchors 10000 10000 | 8000
meta 2000 2000 3500
words+urls 29000 29000 | 26000
meta+link 2500 2500 4000
urls+anchors 20000 20000 | 15000
urls+anchors+meta 22000 22000 | 18500
4grams 25000 25000 | 25000

Table 111.10: Feature types and their feature vector sizseslin experiments.

feeds. A recent statisfidby an influential blog search engine suggests that RSS anah Attablement,
atleast among the influential bloggers, is not all that higlen with these factors we believe that results
from blog identification using SVMs (without using HTML lirldement) should atleast match the one seen
from RSS/Atom heuristic if not better them.

For all of our experiments we used the SVM toolkit [40] usiimghr kernels with the margin parameter
“c” set to the default value. The feature types we experimentith and the number of top features (se-
lected using mutual information) used for different setslated in table 111.10. Each of these features was
used in a bag-oftokeng where “token” stands for different feature types. We usethhji feature values.
Most of the feature names listed in the table is self-exptaya“meta” was based on the HTML meta tag
(name="generator”), page title and page URL. The “link"tiga type used contents of HTML link element
on a page (with rel="alternate’). The last feature type ‘&gs” used 4gram sequences on a combination of
urls, anchors and meta information on a single page. Notetladg we did not use “link” in all but one of the
features to show that classifiers are accurate even withsutnformation.

In the first set of experiments we used feature count (hunflignes the feature appears in all documents)
as the feature selection technique BMMOME . The results were either similar or slightly less accuragent
those we obtained using Mutual Information. Consequemtéyreport on only experiments using Mutual
Information based feature selection.

Results for blog identification are shown in table Ill.11lw#n f-1 measure of close to 98%.

Based on the success of the choice of features for idengifying home pages, we next ran the same
experiments oBSUB using binary (results in table 111.12) features.

Itwas clear from these results that the same features whield fvell for the blog home page identification

2http://www.sifry.com/alerts/archives/000310.html



Feature P R F1

words 976 | .941 | .958
urls .982| .962 || .972
anchors 975 .926 || .950
meta 981 | .774 || .865
words+urls 985 | .966 || .975
meta+link .973 | .939 || .956
urls+anchors 985 | .961 || .973
urls+anchors+meta| .986 | .964 || .975
4grams .982| .964 || .973

Table I11.11: Results for the BHOME dataset using Binarytbess.

Feature P R F1

words 976 | .930|| .952
urls .966 | .904 || .934
anchors 962 | .897 | .923
meta 981 | .919 || .945
words+urls 979 | .932 || .955
meta+link 919 | .942|| .930
urls+anchors 977 | .919 || .947
urls+anchors+meta| .989 | .940 || .964
4grams 976 | .930 || .952

Table 111.12: Results for the BSUB dataset using Binary Besg.

problem performed well in identifying all blog pages.
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IIIl.F Relational Features

A global model is one that uses some non-local featuresfeatures requiring data beyond the content of
Web page under test. Most blog related global features maptlations among web resources. In particular,
we have investigated the use of link analysis to see if sptagdbe identified once they place themselves on
the web hyper-link graph. We want to capture the intuitioat thuthentic blogs are very unlikely to link to
splogs and that splogs frequently do link to other splogs.ttkle this problem by using splogs that could
be identified using local attribute models. These splogs beeome part of link distributions over which

link-based models are constructed.

llI.LF.1 Labeling Nodes using Local Models

In the spirit of simulating the index of a typical blog seaeigine we employed the following technique.
We started with the seed set (SPLOG-2005), and all of itskénd out-link pages. We then used two fairly
robust classifiers (with accuracy 95%, and part of our otlhejepts) on blog and news-media detection to
identify members of the s, N andW for the in-link and out-link pages.

Next, using thisB set created from in-link and out-link pages, we experimgniging different cut-off
thresholds on a logistic regression based splog detectimehbuilt using local features. Using these cut-offs
we labeled members of the sBt For any noder identified as a blog (and not part of the seed set), these

thresholdsgh; andth, are used as:

x € Bg, if P(x € Bg|O(z)) >n

x € By, if P(x € B4|O(2)) > 7
x € W, otherwise

The interpretation of these thresholds is listed in Talld 3l The first and last values completely ignore the

use of a local feature model to feed into the link-model.

[Il.F.2 Link Features

The link features of our choice are similar to those usedhedink-based classification tasks [57]. Referring

to our graph model, for all nodes & = {z1, z2,..,zn}, if e;,-,; € E is a hyper-link from node; to node
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Threshold|| Comment

71 =0,7 =1 || All Blogs are Splogs
71 = 0.25, 7% = 0.25 || Aggressive Splog Threshold
71 = 0.5,72 = 0.5 || Intermediate Splog Threshol
71 = 0.75, 75 = 0.75 || Conservative Splog Thresho
71 = 1,75 =0 || All Blogs are Authentic

o <

Table 111.13: Interpretation of Probability Thresholds.

xj, then:

Li(z;) - the set of all incoming links of node;, {z;le;—; € E}

Lo(z;) - the set of all outgoing links of node, {z;|e;—; € E'}

L¢(z;) - the set of objects co-cited with node, {z;|z; # z;, and there exists another objegt, where

Ty # T, T # x; andzy links to bothz; andz; }

The nodes in each of these link distribution sets were asdigm their respective web graph sub-sets. Our
features were finally based on using these assignments amgltiog set membership cardinality - a8(|,
|Bs|, |Bal. |N|, |W]) for each of the link-distributions. This created a totafifteen features for use by
SVMs. We experimented with both binary and count based feaepresentation. Results are shown in
Figure 111.10 and Figure I11.11, and probability thresheld is represented on the x axis. These charts show
how local models that can be used to pre-classify out-limkkia-links of the seed set is effective, and renders
an otherwise inconsequential link-features only modeluls&ugmenting these link features of the seed set
with their bag-of-words did not improve accuracy beyond-b&gvords taken alone. This suggests that given

the current nature of splogs, local textual content is dstyuae most important discriminating feature.
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Figure 111.10: Link features with binary encoding.
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Figure I11.11: Link features with frequency encoding.



Chapter IV

ENABLING ADAPTIVITY

The problem addressed in this chapter can be summarizetd@asso

Given a catalog of detection techniques (their classifiersand a stream of unlabeled in-
stances susceptible to drift (potentially adversarial), bw can these classifiers adapt collec-

tively?

The motivation behind addressing the problem is multi-fold

First, detecting spam blogs is a classic case of adversdaissification i.e., where classification is es-
sentially a game between the classifier and an adversaryewlased on partial or complete knowledge of
the classifier, the adversary constantly adapts to obfesmmming techniques. Such obfuscation can be
viewed as a change in distribution in the underlying feasace, and is beginning to become quite common
in spam blogs. Spammers are increasingly plagiarizingecdtitom authentic blogs, and sandwiching terms
in profitable context between them.

Second, detecting spam blogs on a stream of update pings,iraserte generally, deal with concept drift,
where the underlying distribution in the feature space deange naturally, which need not be necessarily
adversarial. Note that this kind of change in distributiorihie feature space is seen in both authentic blogs
and splogs. Topics and content hosted on authentic bloggustiee susceptible to drift seasonally. Splogs
could feature drift through seasonal popularity of certedywords, or through the identification of new
profitable contexts by spammers.

Third, there has not yet been sufficient exploration of seapervised learning in adversarial classifica-

tion domains. Semi-supervised learning utilizes unlatbekmples to improve classification accuracy, and

53
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relieves the large time and resource requirements asedaidth labeling examples. Further, the problem
has not yet been looked at exclusively in the web spam detespace, a detection problem that typically

uses a large catalog of classifiers.

IVA Related Work

The problem we address shares attributes with relatedigtigrthe research community, namely, concept
drift [81] [78], adversarial classification [19], and semipervised learning [88][7]. Drifting concepts is a
result of multiple factors[42] [51]. Using the notationriotiuced earlier, and for simplicity using only object

features, the problem is viewed as a change in concept géeardue to changes in the:
1. Prior probability,P(z € Bg)
2. Posterior probabilityP(z € Bs/O(z))
3. Class-conditional probability distributio®(O(z)/x € Bg)

The change in class-conditionals is clearly a case of adriatslassification, where as the change in
posterior probability is a classic case of concept drift tuseasonality. Either of these changes in distribution

requires that the classifiers be updated to reflect the drift.

I[V.B Our Contribution

Though existing work on concept drift, and semi-supervigsaning (specifically, co-training) share at-
tributes with the problem we address, we relax assumpticaenn existing work, and better tune to the

solution to the adversarial classification domain. We hsi as:

1. Conceptdriftis generally applied in the context of aatnef labeled instances, unlike our work which

exploits a stream of unlabeled instances.

2. Co-training is based on conditional independence of teaiure spaces, using two classifiers. We

explore it from a multi-feature space context, using a cataff classifiers.
3. Co-training is used when the base classifiers are weak.

4. Concept drift techniques have largely been explored aatliated when the underlying distribution

changes are sudden and drastic.
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Train, Test P R F1

SPLOG-2005,SPLOG-200p0.71 | 0.70 || 0.71
SPLOG-2006,SPLOG-20060.89 | 0.85 || 0.87
SPLOG-2005,SPLOG-20060.61 | 0.72 || 0.66

Table IV.1: URL n-gram Adaptive Potential..

Train, Test P R F1

SPLOG-2005,SPLOG-200p0.82 | 0.85 || 0.83
SPLOG-2006,SPLOG-20060.92 | 0.94 || 0.93
SPLOG-2005,SPLOG-20060.83 | 0.81 || 0.82

Table IV.2: Anchor Adaptive Potential.

5. Concept drift evaluation has so far largely used synthuzta.

We address the problem of adapting each of the classifiersuipaort the META-PING system, as they
work on a stream of unlabeled instances. Our work is the firat &ddresses the problem in this splog

detection context, and arguably the first in the adverseldakification domain.

IV.C Adapting Potential

The potential of the classifiers to adapt is largely dependerthe change in the underlying distribution in
the feature space. To examine this potential, we first désaumotivating result.

The first set of tables show precision, recall and f-measwoiref fclassifiers evaluated in the previous
chapter, namely URL n-gram (table IV.1), words (table IY4prd-n-grams (table 1V.7), charactergrams
(table IV.3), tags (table 1V.5), out-links (table 1V.4), éror text (table 1V.2). Classifiers were trained using
SVMs, with the top ten thousand features selected (basedegndncy) from SPLOG-2005. SVMs were
used with default parameters and a linear kernel. A row it&8RLOG-2005, SPLOG-2006" stands for a
classifier trained on SPLOG-2005, and tested on the SPLAIB-@&taset. The row “SPLOG-2006, SPLOG-
2006” shows the upper limit that can be potentially reacheldlen labeled samples for SPLOG-2006 is
available. The difference between “SPLOG-2005, SPLOGE2@0d “SPLOG-2006, SPLOG-2006" gives
the potential for improvement of the classifiers using seugervised learning. Cleary, all base learners show

a high potential for improvement.



Train, Test

P

R

F1

SPLOG-2005,SPLOG-200

50.88

0.86

0.87

SPLOG-2006,SPLOG-200

60.93

0.94

0.94

SPLOG-2005,SPLOG-200

60.84

0.71

0.77

Table IV.3: Chargram Adaptive Potential.

Train,Test

P

R

F1

SPLOG-2005,SPLOG-200

50.81

0.82

0.82

SPLOG-2006,SPLOG-200

60.94

0.96

0.96

SPLOG-2005,SPLOG-200

60.85

0.88

0.87

Table IV.4: Outlink Adaptive Potential.

Train, Test

P

R

F1

SPLOG-2005,SPLOG-200

50.77

0.76

0.77

SPLOG-2006,SPLOG-200

60.93

0.90

0.92

SPLOG-2005,SPLOG-200

60.77

0.80

0.78

Table IV.5: Tag Adaptive Potential.

Train, Test

P

R

F1

SPLOG-2005,SPLOG-200

50.89

0.87

0.88

SPLOG-2006,SPLOG-200

60.96

0.96

0.96

SPLOG-2005,SPLOG-200

60.88

0.83

0.85

Table IV.6: Words Adaptive Potential.

Train,Test

P

R

F1

SPLOG-2005,SPLOG-200

50.85

0.85

0.85

SPLOG-2006,SPLOG-200

60.89

0.93

0.91

SPLOG-2005,SPLOG-200

60.87

0.86

0.86

Table IV.7: Wordgram Adaptive Potential.

56



57

IV.D Our Approach

Our approach is motivated by the following intuition. Urdikopic classification, most practical solutions to
(web) spam detection typically uses a catalog of classjféesrsh of which differentiates itself through either
the feature space or underlying classification techniquee 0se of multiple classifiers is quite common,
and tends to make the overall filter more robust to obfuspda@ohniques in an adversarial situation. These
classifiers are retrained when new, labeled samples, beavail@ble, an activity generally carried out in
batches (day, month and so on).

The above scenario presents interesting opportunitiesnétfd to explore adaptive techniques between
the batch updates to the classifier, using unlabeled inssaide propose an approach that uses an ensemble

of the base classifiers. To discuss our approach in mord,degaintroduce the following notations:

Time batches, represented@asr, .. 7,,, with sets of instanceX;, X, .. X,
Individual instancey?, that represents instangat 7;, with 27 € X;

A catalogue of classifiers;, (s .. (., using disjoint feature space9;, Os .. O,,
P(z] /Oy,) to represent the output of a probabilistic classifigrfor instancer’
y?, the true label for instances

§f the predicted classification from the ensemblé 0t .. (.,
The approach is depicted as follows:

Input: A catalog of classifiers;:, (2 .. (m, trained using a labeled batehand exposed to an
unlabeled batch, re-train module that useg or in its absenceé;
Output: Updated classifiers’, (3 .. ¢
foreachunlabeled instance? do
p? - Zk P(IZ/Ok)
i m
& =1
if p? < 0.5 then
| &=
end
end
foreachclassifier¢, do
| ¢ =re-train (X, U X3);
end

Algorithm 1: Ensemble driven classifier adaptivity.
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Intuitively, the technique works as follows. A probabilistommittee based ensemble is created using
all the classifiers in the catalogue. This ensemble labelsinstances, and feeds such labeled instances
back into the learning algorithm supporting the base diassj enabling retraining and hence adaptive base
classifiers.

We evaluate this technique using two of our available dé&asPLOG-2005 and SPLOG-2006, that
represents two batches. The base classifiers are trainegl 8BLOG-2005, and a probabilistic committee
based ensemble is created using the seven base classitierseflof plots that follow show how feedback
from this ensemble is effective in adapting each of these bkssifiers by providing labeled instances. In
the plots “fbkensemble” represents retraining using fee#ltfrom the ensemble of classifiers, “fbkgold”
represents gold feedback i.e., assumes that the ensenifle% accurate, and sets the top-line, “fbkself”
represents feedback from self (self-training) and setb#seline, and “fbkonly” represents the case where
only instances derived through feedback from the ensershised i.e., the 2005 dataset is dropped during
re-training. F-1 measure is plotted on the y-axis. The x-@kbts the number of labeled instances that are
part of the feedback from the ensemble. The rest of the instaim SPLOG-2006 is used for testing. All

values are based out of ten runs.

Clearly, “fbkensemble” plots across all classifiers shoat thsing an ensemble based feedback to re-
train base classifiers can be quite effective. Clearly, ¢ffisctiveness is largely tied to the properties of the

classifiers that are part of the ensemble. We discuss thepenies in the next section.

IV.E Properties of the Ensemble

In this section we discuss the basic properties of the bassifiers that support the ensemble used in the
previous section.

First, the overall precision and recall values of the enderfdr the positive class (splogs) is 92% and
93% respectively. Note that this is significantly higherrtliae effectiveness of any of the base classifiers
taken alone on SPLOG-2006. This effectiveness is attribtdehe diversity of the base classifiers, which
can be evaluated using different metrics.

We measure diversity using the Q-statistics [86], whicheiried between two classifiers as:
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Figure IV.1: Ensemble Feedback to Words.
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Figure IV.2: Ensemble Feedback to Wordgram.
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Learning Curve with Feedback (urltext)
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Figure IV.3: Ensemble Feedback to URLText.
Learning Curve with Feedback (tag)

0.94
0.92 r ’ P i
0.9 | ]
0.88 f 1
0.86 _
0.84 r R
0.82 r fbkensemble —— |

| L B fbkg old . g
0.8 g xo ’ fokself - x-— 7

fokonly e

078 1 1 1 1 1 I 1

100 200 300 400 500 600 700 800 900

Feedback

Figure IV.4: Ensemble Feedback to HTML Tags.
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Learning Curve with Feedback (outlink)
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Figure IV.5: Ensemble Feedback to Outlink.
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Figure IV.6: Ensemble Feedback to Anchor.
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Learning Curve with Feedback (charactergram)
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Figure IV.7: Ensemble Feedback to Charactergram.

NllNOO _ N01N10

Q= NIIN00 1 oI N10

where,N'! and N are the number of times both classifiers are correct or iBcorespectively, and/'°
and N°!' are the number of times either one of them is correct and ther dhcorrect. The value of is
bounded by1, —1], with one representing complete agreement, and minus gnisng complete diversity.
Classifier with low pair-wise values @} are considered useful members of an ensemble.

We evaluated the pair-wise Q-statistic for all seven cfessimaking up the ensemble. Results are shown
in table IV.8, with classifier pairs listed in increasingwalof@ scores, and hence decreasing diversity.

Q-statistics of the base classifiers leads to interestirsgmiations. Clearly, the classifier using HTML
Tags on a page is the best member of the ensemble with highsitivegalues across all other classifiers.
Note that the feature space of this classifier has no overldpthe other classifiers, which are all based
out of content on the blog. In addition, other novel featutissovered by us, namely outlinks and anchors
consistently feature high diversity values indicatingittiportance in an ensemble, and emphasizing the
importance of novel feature discovery in adversarial caste

Though we have used an ensemble which uses the full cataldgssifiers, the subset selection problem

[52][1], from such a catalog presents interesting reseapglortunities.
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Classifier Pairs gstat
charactergrams, tags -0.23
words, tags -0.19
anchors, tags -0.12
tags, wordgrams -0.08
anchors, url 0.03
url, words 0.04
charactergrams, url 0.08
outlinks, url 0.10
wordgrams, url 0.11
outlinks, tags 0.15
tags, url 0.24
charactergrams, outlinks | 0.35
anchors, outlinks 0.45
outlinks, words 0.53
anchors, wordgrams 0.56
anchors, charactergrams | 0.58
outlinks, wordgrams 0.62
charactergrams, wordgrams0.67
wordgrams, words 0.77
charactergrams, words 0.86

Table IV.8: Q-statistics of Classifiers.

IV.F Usein META-PING system

We believe that an approach outlined above can be quitetigtfeén any domain with drifting concepts, either
adversarial or seasonal. Though we have not deployed ieiMEETA-PING system, we clearly see the utility
of using this technique. The benefit of using classifier cokéion is two fold.

First, it relieves labeling efforts required to maintaifeefiveness of the META-PING system. Referring
back to the time batches;, = .. 7,, consider that labeled samples are available at ttmebtained by
sampling splogs seen during time leading up;tand includingr;. Consider that no new update is available
until 7;. All batches betweemn; andr;, can clearly exploit the ensemble based approach.

Second, classifiers are used in a pipeline-based approttehMMETA-PING system, placed in increasing
cost of detection. An improvement in classification accyraarly in the pipeline could lead to significant

reduction in computational costs.



Chapter V

CASE STUDIES

Being the first to have addressed the problem of spam blodd)arnng developed tools that were capable of
detecting splogs in a real-world setting, we were contirsloinvolved in updating ourselves and the research
and technical audience on the characteristics of sploggn®this process we participated in the TREC Blog
Track open task on Splog detection, published studies ogeterity and seriousness of splogs, and carried
out hands-on experiments that enabled us to better unddrista problem.

In this chapter we discuss some of our efforts in this dipgcti
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V.A TREC Blog Track 2006

TREC Blog Track 2006 asked participants to implement antlat@ a system for “opinion retrieval” from
blog posts. Specifically, the task was defined as followddtausystem that will take a query string describing
a topic, e.g., “March of the Penguins”, and return a rank&tcbli blog posts that express an opinion, positive
or negative, about the topic. For evaluation, NIST providethtaset of over three million blogs drawn from
about 80 thousand blogs. Participants built and traineid $iyetems to work on this dataset. Contestants do
an automatic evaluation by downloading and running, withotther modification to their systems, a set of
fifty test queries. The results are evaluated by NIST in amuahcompetition.

We studied the impact of splogs [49] during our participatio TREC 2006 [39], and report them here.
Our analysis is based on a splog detection technique thdtswamr a blog home-page using word based
features. We found that splogs significantly impact blogwits by affecting the opinion retrieval task, and

more generally query relevance.

V.A.1 Impact of Splogs

In order to make the challenge realistic NIST explicitlylued 17,969 feeds from splogs, contributing to
15.8% of the documents [58]. There were 83,307 distinct page URLSs present in the collection, of which
81,014 could be processed. The collection contained adb®P14,727 permalinks from all these blogs. Our
automated splog filter identified 13,542 splogs. This actofor about 16% of the identified homepages.
The total number of permalinks from these splogs is 543,08&aund 16% of the collection. While the
actual list of splogs is not available for comparison, the@nt estimate appears close.

To keep the analysis generic, we evaluate the influence ofisph the context of search engine retrieval.
Given a search query, we would like to estimate the impacgsphave on search result precision. Figure
V.1 shows the distribution of splogs across the 50 TREC gsgeriThe number of splogs present varies
across the queries since splogs are query (topic) deperfeargxample, the topmost spammed query terms
were ‘cholesterol’ and ‘hybrid cars’. Such queries atteabigh paying advertisement market, which splogs
exploit.

The description of the TREC collection [58] provides an sl of posts from splogs that were added
to the collection. Top informative terms include ‘insurahc¢weight’, ‘credit’ and such. Figure V.2 shows
the distribution of splogs identified by our system acroshspam terms. In stark contrast from Figure V.1

there is a very higher percentage of splogs in the top 100tsesu
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Figure V.1: The number of splogs in the top 100 results for RET queries.
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Figure V.2: The number of splogs in the top 100 results of tRET collection for 28 highly spammed query
terms.
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V.A.2 Splog Task Proposal

Based on our analysis we proposed a splog task proposal.dpaechtask proposals are used as input if new
tasks are formally announced by NIST.

We approach splog detection at the blog home-page levelthemdpropagate to all posts (permalinks)
hosted by the blog. Although this seems to work well in piagtis in use by a blog search engine and a
partner academic institution, we propose a more structappdoach for TREC.

Inspired by e-mail spam detection, we argue that permaliinkkvidual posts) be treated as atomic en-
tities for assessment (and hence evaluation) in the spltagtifen task, irrespective of whether splogs are
detected at the post or blog home-page level. Independéntaécklists, blacklisted e-mail addresses (anal-
ogous to blog home-pages) and proxies, e-mail spam deteetibiniques are evaluated on a per-mail basis.
For a splog detector permalinks could be treated analogtagimails received at an address, providing in-
tuition and structure to the task. This also aligns with hdeglsearch engines tap into blog updates, making
on the fly decisions about indexing new posts.

We propose a categorization scheme (possibly overlapfimgpam permalinks based on a web spam
taxonomy scheme proposed by [34], and our experience deaith spam blogs (additional details in the

Appendix).

e non-blogpages attempt to associate themselves with the blogosjahexploit increased search engine

exposure. Non-blogs usually infiltrate the blogosphereugh unjustified pings at update ping servers.

e keyword-stuffing targets tfidf [76] based relevance measures used by seagihesn Spam posts

repeat target keywords (query terms) multiple times orr {hages.

e post-stitchingis used to automatically generate content, by combiningmsts from plagiarized posts

or news stories, in high paying advertising contexts.

e post-plagiarismis full content theft from blogs or news pages. The recenatieburrounding Bitacte

is one such example.

e post-weavingis used to conceal excessive links to affiliate sites by aupgintire posts from other

blogs and weaving in hyperlinks promoting affiliates.

Ihttp://bitacle.org
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Score || Interpretation

]
[N

Not judged
Authentic blog post
non-blog
keyword-stuffing
post-stitching
post-plagiarism
post-weaving
link-spam
other-techniques

~N~No o~ wWwNEO

Table V.1: Proposed assessment scores for spam blog dassifi.

e link-spam is an attempt to artificially inflate page rank or get new pagdsxed, using link dumps

that contribute to a link-farm. Note that post-weaving carcbnsidered a form of link-spam.

e other-techniquesgroup techniques that appear in none of the classes abowaman ones being page

redirection and cloaking.

The motivation behind a categorization is that differeriedéon models will have to be developed based
on the category of spam to be detected. For instance, our @rahlvased model works well for the keyword-
stuffing and post-stitching category. We believe that suchxlicit categorization will encourage the con-
sideration of all aspects of spam blogs by task participants

Our proposed assessment values and their interpretatiiroisn in table V.1. Assessment is done to
permalinks independent of query term or context.“-1" sc@gresents a non-judgment, and is similar in
semantics to its use in Blog Track 2006 opinion task. “0” esgnts an authentic blog post, and the rest of
the scores are used to identify a spam post and its category.

Though assessments are attached to permalinks, the askdssde blog home-pages which can then
be propagated down to all permalinks from the blog. Basedwregperience labeling spam blogs, each
assessment takes around 1-2 minutes, as measured fronméh¢htt page was accessed to the time the
assessment was entered.

Assuming the existence of a TREC Collection similar to théection of 2006 spanning days, we
propose that the dataset be divided into two subsets. Thaftibset, from here on referred to Bg, . will
span the firstn — x) days of the collection and the second, referred tdas; will span the last: days of
the collection. The exact value ofwill be decided collectively and could be one, two or moresday

Dyqse Will be released at task announcement for participantsaim tand build their splog detection
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models. D,.,; will be released subsequently along with a input (test) @iléhe spam blog detector. Unlike
TREC Blog 2006 where systems were judged by 50 independgicstéqueries), the proposed task will be
judged based on 50 independent sets of permalinks (sampied?,..;). The cardinality of each such set
will be arrived at through further discussions. We believis ts a good model for what blog and feed search
engines have to do i.e., make judgment on newly created pastxd on knowledge gathered while indexing
earlier posts, observed attributes of blogs vs. splogspasdkls they built around them.

Spam blog detectors developed by participants will ranksteof permalinks based on an estimated
“splogginess”. The overall evaluation of systems will baegust on this ranking, but the category data will
allow participants to see where their systems were strodgvaak, to informally compare across participants,

and will serve as feedback for overall improvement of thdiguaf the blogosphere.

Dataset Creation

The approaches followed in the creation of the TREC 2006 Bloliection is detailed in [58]. In addition to
permalinks, blog home-pages and feeds were also part obtleeiion, cached regularly polling a static list
of blogs (and splogs) over a period of 77 days. One key companissing in this collection (and important)
for a spam blog classification task is the dynamic aspectwfynereated blogs and their posts; splogs are
transient and short-lived.

To avoid replication of data collection efforts, an apptotccreate collections for multiple tasks together
can be used. To overcome the probfamted in [58] a ping server with better coverdger multiple ping
servers together can be first employed to tap into updaté®iblbgosphere. As a next step two collections
could be created from the updates - (i) posts from all blogatgs] and (i) posts that intersect with the static
list of authoritative bloggers used in TREC Blog Collect@B06. The first collection can then be employed

for spam blog classification, and the second for tasks arbloglanalytics.

Input Format

The input file consists of 50 independent sets of permalifike.association of a permalinks with home-page,
syndication feed, and post time-stamp is also specifiedtwélinput. Track participants can use any of them

or their combination, but make explicit which fields weredise

<set >

2http://pubsub.com served pings for only 37% of the blogsRET Blog Collection 2006
3http://blo.gs can be employed over http://pubsub.com



<nune. .. </ nunp

<test>

<per mal i nk>

<url> ..<lurl>
<honepage>. . . </ honepage>
<feed>...</feed>
<when>... </when>

</ permal i nk>

<per mal i nk>

</ permal i nk>

</test>

</ set >

<set >

</ set >

Output Format

The output format from a TREC run will be similar to the formesed in the TREC Blog Track 2006 on

Opinion Identification. Permalinks in each of the sets aleetoanked based on “splogginess” score.

set QO docno rank prob runtag

71

wheresetis the input permalink seQ0 is literal “Q0”, docnois the permalink identifiemank is the final

rank returned by the systemrob is the probability associated with spam judgment amttagis the run’s

identifier string. Participants will be judged on precidi@call across a combination of all categories of

splogs.
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Blog Host Distribution
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Figure V.3: Blog host distribution in the BlogPulse dataset

V.B Blogosphere vs. Splogosphere

BlogPulsé, a popular blog search and mining system, recently releaskataset spanning a period of 21
days in July of 2005. This dataset consists of around 1 miltilngs with a total of 10 million posts from
these blogs. The dataset also contains additional metadidteese posts that include out-links, tags and
post-timestamps. To enable better understanding of outtsesve base a large part of our analysis on this
dataset. The relative frequency of various blog hosts mdhtaset is shown in Figure V.3.

Our detection modules are based on analyzing the completetste of blog home-pages and not just
individual posts. Such an approach captures interestiagifes common to multiple posts on a blog home-
page and also uses other information like blogrolls and post-out-links before making a splog judgement.
To adhere to this requirement, we extracted blog home padesffBm the BlogPulse dataset, and re-fetched
the complete home-pages to analyze their content. It tunhghat many of these home-pages (possibly
splogs) are now non-existent either because they weretddtand eliminated by blog hosts or pulled down
by spammers as they were no longer useful. The number ofifaitys was as high as around 200K. Since
we are not in a position to ascertain the true nature of theksfURLs with a high confidence we dropped
them from consideration.

Of the remaining blog home pages we noticed that live-jounad an insignificant percentage of spam
bloge. Given that live-journal forms a large fraction of autheritiogs in the dataset we eliminated all blogs
from this domain and worked with blogs from other domains selfthosted blogs. The primary reason was

to eliminate the characteristics of live-journal blogsdig our results.

“http://blogpulse.com
5This need not necessarily hold for blogs created as of Mabei6 2
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Figure V.4: Probability Distribution of Blogs in BlogPulse

Probability Distribution of Splogs
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Figure V.5: Probability Distribution of Splogs in BlogPals

After filtering out the above mentioned blogs, and blogs #natnot in English we ended up with around
500K blogs. The probability distribution provided by ouoglidentification module is shown in Figure V.4,
and the distribution of splogs returned by the splog detaatiodule is shown in Figure V.5.

Each bar on the x-axis represents a probability range anttsain the y-axis represent the number of
pages (blogs) that are within this range.

Typically, we use results from blog identification to feedoirsplog detection. However we ignored
probability distribution of blogs and made an assumpticat #ll blogs in the BlogPulse dataset are truly
blogs. We then used the following thresholds from the spletgction module to create subsets of authentic

blogs and splogs used in our characterization.

X € AuthenticBlog, if P(X = Splog/Features(X)) < 0.25

X € Splog, if P(X = Splog/Features(X)) > 0.8

In these two created subsets, the cardinality of the splbgetuwas around 27K. We uniformly sampled for

27K authentic blogs to have two subsets of the same cartyiniaiwhat follows, our comparative character-
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Figure V.6: Distribution of top discriminating word-feas in blogs and splogs.

ization is based on 27K splogs and 27K blogs.

V.B.1 Frequency of Words

We first analyzed the distribution of certain discrimingtierms in both blogs and splogs. Since our splog
detection module is built using only local features, it isgh discriminating features that were employed by
our system. We created a ranking of features based on weigsigned to the features by the SVM model.
This list consists of 200 word features common to blogs ariMird features common to splogs. The word
features common to blogs included pronouns like “I”, “We'My” and words from anchor text to popular
websites like flickr, Technorati etc, which were all less ooom in splogs. Splogs generally feature high
paying adsen$eeywords.

The occurrence based distribution of terms common in blagsalogs for these top features is shown in
Figure V.6. The first half on the x-axis depicts the top blogtfees and the second half depicts the top splog
features. The y-axis represents the difference betweenuimder of blogs in which the feature occurred to
the number of splogs in which the same feature occurs. @lehd top blog features occur more frequently
in blogs than splogs and vice-versa. Similar patterns cavbiserved in a comparison using 2-gram words
and 3-gram words [20], and models based on such local kngelgide detection F1 estimates of close to

90%.

Shttp://google.com/adsense
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Figure V.8: Out-degree distribution of authentic blogssttbe to a power-law.

V.B.2 Link Structure

Splogs that escape existing filters engage in creatingféinks to increase the importance of pages in the
farm, scores computed using PageRank[71]. The distribudfanlinks for splogs and authentic blogs is
shown in figure V.7, where the link graph was obtained fromvtleblogs dataset. Blogs show a power-law
that is typical to the Web in general[10], whereas splogdadevfrom this norm. We also followed this
up by checking for outlink distribution of splogs and blodgsgure V.8 shows this distribution, with blogs
complying with the power-law as opposed to splogs which ca¢sdhere to it.

Since post time-stamps in the BlogPulse dataset are notatiaed across blogs, we do not make an
analysis of post time stamps here. Any such analysis willildar to that put forward in our next section

on spings. In addition to these characteristics, we alseetertain patterns in other aspects of splogs. For
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instance, from the tagging perspective most of the splogisaged as “un-categorized”. However all these
discriminating features are incorporated in the word ctteré&ation discussed earlier, which incorporates all
of the text (including anchor-text) on a blog.

Based on these results, and a related analysis [50], we hakellowing observations:

e Given the current nature of splogs, their detection is qefitective through the use of only local fea-
tures. Word model of blogs based on local features creatataresting “authentic blog genre” that

separate them from splogs.

o If splogs do happen to escape filters and then indulge in tragion of link-farms, many of them can be
detected using spam detection algorithms on the web grafjhlf®wever, this approach taken alone
has two disadvantages. First, it allows splogs to thrivelag lhosts and search engines for a longer

period of time, and second, it fails to detect splogs whighrast part of abnormal link sub-structures.
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Figure V.9: Host distribution of pings received by an Updaieg Server.

V.C Splogs and Ping Servers

Blogs notify update ping servers when new posts are madse thervers then route such pings to systems
that index and analyze blog content. Independent from thgBlilse dataset we also analyzed pings received
by a popular blog update ping ser{¢nat makes these pings public. We analyzed around 15 mitiogs
over a period of 20 days from November 20, 2005 to Decembe2@@5 to check how many of these are
spings, i.e., from splogs. The relative frequency of hostgipg the update server is shown in Figure V.9.

Ping Servers define standard interfaces that can be useddpy tiol notify new (or updated) posts. Infor-
mation about the blog home-page and blog &itigpically accompany these pings. Additional information
like syndication feed location can also be specified, buéess common. Other than restrictions on their
frequency, no other restriction is usually placed on pirigggven by this restriction-free nature, and the im-
proved search engine exposure (both blog search and wethy@émg servers provide, splogs overwhelm
ping servers.

Ping Servers are faced with two kinds of spam - (i) pings fram-blogs, and (ii) pings from splogs, both
of which are referred to as spings. We used a similar apprettte one we used for splog detection in the
BlogPulse dataset. However to scale up to the number of phegshave to be processed, we used simpler
technigques and made some exceptions. We used URL basesittusifdr blog identification and did not pass
pings from the info domain through our filters. However fdrather pings, we fetched the home-pages of
pings to make a splog judgment. We also identified pings frdfarént languages to work with splogs in

the English language. Additionally, unlike the threshalded on the BlogPulse dataset, we used less stricter

"http://weblogs.com
8http://www.weblogs.com/api.html



Pings: Dec 10, 2005 by the hour in GMT

2000

1500 —|

1000 —|

500 —|

o

0am 6am 12n 6pm 0am
10Dec 11Dec

Figure V.10: Ping Time Series of Italian Blogs on a single.day
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Figure V.11: Ping Time Series of Italian Blogs over five days.

thresholds.

X € Blog, if P(X = Splog/Features(X)) < 0.5

X € Splog, if P(X = Splog/Features(X)) >=0.5
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Figure V.10 shows the ping distribution from blogs (arouf}pin Italian. All times are in GMT, and

each bar accounts for total pings in an hour. Similarly figufEl shows these pings distributed over five
days, with each line accounting for an hour of pings. Thes&ibutions make it quite evident that blogs
written in Italian language show an interesting postinggrat higher during the day and peaking during
mid-day. We observed similar patterns with many other laiggs that are restricted to specific geographic

locations, and time zones. Though our splog detection systeurrently not capable of splog detection in

these other languages, these charts do show that blogsienglish languages are less prone to splogs.

9See http://memeta.umbc.edu
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Figure V.12: Ping Time Series of Blogs on a single day.
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Figure V.13: Ping Time Series of Blogs over five days.

Figure V.12 shows the ping distribution from authentic Idam a single day and figure V.13 shows it
across five days. Unlike ping distribution of blogs in Italisblogs in English do not show well formed
peaks. We attribute this to English being commonly usedsscnaultiple geographical locations/time-zones.
However, pings from English blogs are relatively higheridgithe day-time in US time-zones, where blog
adoption is relatively higher.

In comparison with pings from authentic blogs in Englistgufe V.14 shows the ping distribution from
splogs on a single day, and figure V.15 shows it across five. days characteristics make this interesting.
First, splog pings do not show any patterns that are assalcveith typical blog posting times. Second, the
number of spings are approximately three times the numbautbfentic pings suggesting that around 75%
of pings from English Blogs are from splogs.

As mentioned earlier, to make our splog detection systete sgawith pings, we did not pass pings from

info domains through our filters, other than tagging theag®for later analysis. Figure V.16 shows the ping



Pings:Dec 10, 2005 by the hour in GMT

35000 —|
30000 —|
25000 —
20000 —|
15000 —|
10000 —|

5000 —

0 4
0am 6am 12n 6pm 0am
10Dec 11Dec

Figure V.14: Ping Time Series of Splogs on a single day.
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Figure V.15: Ping Time Series of Splogs over a five day period.
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Figure V.16: Ping Time Series of .info blogs over a five dayiqur
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Figure V.17: Distribution of URLSs that ping the Update Pingy&r.

distribution from the info domain across five days. Cleatigre is no pattern in the posting time-series;
we also observed a sudden increase in pings from this domaima Dec 11, 2005 without any evident
explanation. This continued for the next five days beyondciviie stopped monitoring ping servers. We
believe that info domains are highly sploggy as well.

Finally, Figure V.17 shows the nature of URLs (as encodetérhiome-page field) pinging weblogs.com
and the percentage of all the pinging URLs they constitugr tive entire 20 day period. This graph makes
even more disturbing conclusions, the number of splogstitotesaround 56% of all pinging URLs (blog
home-pages) in English whereas those from authentic Bnblags is only around 7%. This implies that
around 88% of all pinging URL’s in English are splogs.

Based on our analysis of ping servers, we make the followsgovations:

e Eventhough splogs constitute around 88% of all pinging URsy account for only 75% of all pings.

This is attributed to the fact that many splog pings are éme-pings. The same URL is not used in
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subsequent pings. Such pings specify arbitrary pages gshiolme-pages even though they have no

relationship with blogs or the blogosphere.

Many of the URLs are from non-existent blogs, i.e., they titute failed URLs. They constitute what
could be termed as zombie pings, spings that exist even thihggsplog (or page) they represent is

non-existent (or is already eliminated) in the blogosphere

Most of the popular web search engines give particular it@mae to the URL tokens of page. In addi-
tion to checking if page content matches a particular queey also check if URL text has similarities.
Splogs exploit this ranking criteria by hosting blogs in thi® domain, where domain registrations are

less expensive and easily available, as opposed to thosedoindomain.
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Figure V.18: 56% of all blogs pinging weblogs.com are sploga007.

V.D Spings in 2007

We now present some updates on the Splogosphere as seemgsarpér (weblogs.com) in 2007. This
followed our study from a year earlier which reported on gplm the English speaking blogosphere. This
update is based on 8.8 million pings on weblogs.com betwaenaty 23rd and January 26th. Though not
fully representative, it does give a good sense of spam intlexed blogosphere.

(i) 53% of all pings is spam 64% of all pings from blogs in English is spam. A year eanierfound that
close to 75% of all pings from English blogs are spings. Dafry 8&ported on seeing 70% spings in his last
report. Clearly the growth of spings has plateaued, onglésg to worry about.

(ii) 56% of all pinging blogs are spam By collapsing these pings to their respective blogs, wetdha
distribution of authentic blogs against splogs. These remhbave seen no change, 56% of all pinging blogs
are splogs as shown in figure V.18.

(iii) MySpace is the biggest contributor to the blogosphere The other key driver LiveJournal and blogs
managed by SixApart (as seen at their update stream) cotrilmly 50-60% of what MySpace does. The
growth of MySpace blogs has in fact dwarfed the growth of gpld-urther if MySpace is discounted in our
analysis close to 84% of all pings are spings! Though MySjscelatively splog free, we are beginning
to notice splogs, something blog harvesters should keefyamm®. Note that not all blogspot blogs ping
weblogs.com

(iv) Blogspot continues to be heavily spammedviost of this spam however is now detected by blog search

engines. In all of the pings we processed, 51% blogspot blegs spam!
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(v) Most spam blogs are still hosted in the USWe ranked IPs associated with spam blogs based on their

frequency of pings, and located them using ARIN.
1. Mountain View, CA
2. Washington DC
3. San Francisco, CA
4. Orlando, FL
5. Lansing, Ml

Blogspot hosts the highest number of splogs, but we alsodfthat most of the other top hosts where physi-
cally hosted in the US.

(vi) Content on .info domain continues to be a problem.99.75% of all blogs hosted on these domains
are spam. In other words 1.65 Million blogs were spam as ogbts only around 4K authentic blogs! As
long these domains are cheap and keyword rich this trenkidlylio continue. Sploggers are also exploiting
private domain registration services [45].

(vii) High PPC contexts remain the primary motivation to spam. We identified the top keywords associ-

ated with spam blogs and generated a tag cloud using keywegddncy, as shown in figure V.19.
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consolidation credit debt diet discount equipment

estate finance florida forex free gift golf health
hotel INSUraNCce jewelry lawyer loan loans

medical money mortgage [1E€W online

phone poker rental sale software texas trading
travel used vacation video wedding

Figure V.19: High PPC (Pay Per Click) contexts are the pryjnmantivation to spam.
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Figure V.20: ICWSM Experiment.

V.E ICWSM Blog Spam

ICWSM %0 s the International Conference on Weblogs and Social Mediannual event the first of which
was held in Boulder, Colorado in March 2007. Coinciding witle ICWSM conference we conducted a
simple experiment. The purpose of this was to show the easdiith spam content can infiltrate organic
search engine results. “ICWSM” being a new keyword alsogrg=i us an opportunity to show this in the
long tail of search keywords, one that is more susceptibégp&m.

We created a spam bldgin February 2007, shown in figure V.20, with text plagiarizexin other posts
in the ICWSM context. While creating posts we also used tephes that characterize the blog as spam.

We also created two incoming links to the blog, one from a litothe edu domaif?, and the other from

LOhttp://www.icwsm.org
Uhttp:/ficwsm-blog-spam.blogspot.com/
L2http://ebiquity.umbc.edu/blogger
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Figure V.21: ICWSM Experiment.
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a popular bookmarking sit€. Within a couple of weeks, and coinciding with the ICWSM oemince, our
created spam blog appeared on the first page of results, shdigare V.21.
This experiment confirmed why blogs are commonly used by spansito infiltrate the long tail of search

keywords, and the ease in which it can be attained.

L3http://del.icio.us
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V.F Splog Software from Hell

We conducted an experiment [30] to understand the sourcepofoenics of tools that enable splogs in 2006.
We were curious about the software used to create and masphigs, but imagined that we'd have to
create an alter ego (e.g., blOgBluePill) and hang out ores#RCs to find out about them. But no, all it took
is a little Googling. Filling the blogosphere with splogsist illegal (yet) so there are many websites pushing
a number of software packages to help you too become a spl@gampling of which is depicted in figure

V.22. Several things to note from this list:

Many of these packages show up on a number of sites, some coifi\abéms to be re-sellers and others

affiliates.

All of the prices end in 7, strangely.

Some of these appear to be closely related if not minor viariafrothers.

All of them are sold via downloads and the "software box” piets are bogus, no doubt made with

photoshop.

We studied one tool RSSMagician (figure V.23) in more detaibetter understand the complexity of
such tools. The RSSMagician interface is shown in figure V2dntent is typically plagiarized from other
RSS feeds or from article directories. To obfuscate pléggiaand search engine filters that identify duplicate
text simple techniques are used including replacing woiitis tveir synonyms. Interestingly, the generated

text can be translated into multiple languages, though wegaeairto see splogs in non-English languages [46].
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Splog software ?!
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Figure V.22: Splog Software.

what's up your sleeve?

=]

From the makers of the Blogsolution, ContentClub, ContentSolution and man

Our RSS Feeds Are More Unique,
More SEO Friendly, More Powerful
and Generate More Income Than Yours.

Want To Know WHY??2?

Figure V.23: Splog Software: RSS Magician.
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Figure V.24: RSS Magician Interface.
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V.G Splog Bait Experiment

To better understand the seriousness of content theft dnonafitable contexts we conducted an experiment

in 2006. We created a blog post [29] in a highly profitable eah{See figure V.25).

This splog bait has many terms, such as Royal CaribbeaneCanig Aruba Vacation Package,
that make the splog bait post likely to be plagiarized by gghrs. Did you ever wonder what
happens when a bus full of young girls get into an accidentheir wway to an online gam-
bling site? They probably hoped to make millions of dollal@yng poker, Texas holdem and
blackjack. Now they need a personal injury lawyer to sue tiedompany! (Yes, this is splog
bait.) The poor girls will have to take brand-name, FDA appmedications for their injuries
- drugs like ambien, tramadol, lexapro, pehentermine aagrai Some might even require laser
eye surgery. If that doesn’t help, maybe the young girls esover from the painful illnesses
and injuries by making a reservation for a vacation in OrtgiBermuda, or as a Las Vegas hotel.
If their injuries make them bedridden, they will have takassles toward a degree from a dis-
tance learning program. Splog bait. It might be for a GED oigh school diploma or a college
degree. They will need degrees and have skills to find a gdodijoce good jobs are hard to
find in this economy. And the real estate market might go $alfte bank rates are not low for
mortgage - maybe mortgage insurance will help. This spldighaa nothing to do with liability

insurance, however.

Within a duration of a week close to 50 spam blogs plagiarthédtext, shown in figure V.26, showing

the seriousness of content theft on the Web, specificallyratdlogs. Figure V.27 shows one such splog.
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3 Splog bait: young girls need personal injury lawyer to pay for diplomas - Mozilla Firefox
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login or register

Splog bait: young girls need personal injury lawyer to —
pay for diplomas UMBC eBiquity

on Flickr
By Tim Finin on Saturday, April 29th, 2006 at 8:11 pm.

This splog bait has many terms, such as Royal Caribbean Cruise and Aruba Vacation Package,
that make the splog bail post likely to be plagiarized by sploggers. Did you ever wonder what
happens when a bus full of young girls get into an accident on their way to an online gambling
site? They probably hoped to make millions of dollars playing poker, Texas holdem and

blackjack. Now they need a personal injury lawyer to sue the bus company! (Yes, this is splog Calendar
bait.) The poor girls will have to take brand-name, FDA approved medications for their injuries -
— drugs like ambien, tframadol, lexapro, pehentermine and viagra. Some might even require Apl’ll 2006

B micro... . Nt € spog... [ nbee s @ F5 | (@, EO) Bom 44380

Figure V.25: Splog Bait Experiment.
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Figure V.26: Splog Bait Search Result.
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Chapter VI

CONCLUSIONS

The work presented in this thesis spans a period of aroued tl@ars, during which time the Web transformed
from being an audience driven platform to one that bettaredb and supports the needs of content creation.
This trend, the associated tools and platforms, and gestecantent is popularly known as Web 2.0, of which
Social Media, that includes blogs, wikis, and social and rnmity oriented websites form the core.

We addressed one specific problem that appeared with thid, tspam in blogs, and were the first to do
so. We believe that the results we presented, in additionakimg direct contributions towards detecting
splogs, enables a better understanding of the generalgonadifi spam in social media, and seeds future work

in the adversarial classification problem. We reemphabizeg aspects in this chapter.

VI.A Spam Blogs

We first revisit the thesis statement, in which we stated:

Developing an effective, efficient and adaptive system to tket spam blogs is enabled through
(i) a continuous, principled study of the characteristics éthe problem,

(ii) a well motivated feature discovery effort,

(iii) a cost-sensitive, real-time filtering implementatian,

(iv) and an ensemble driven classifier co-evolution.

Spam blogs continue to be serious problem (see figure VIiAnough the course of this work, we have

answered many questions relating to spam blogs, namely,asb#heir characteristics, how are they created,

96
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English(Splogs)
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Figure VI.1: Splogs continue to be a problem in 2007.

how many are created, followed by questions on how the pnolul#fers from spam seen in e-mail and
the more general Web, through field studies, empirical tesuid principled characterization. Using this
analysis, we also motivated constraints associated witlptbblem, as defined by blog harvesters and their
attributes. Overall, we used this aspect of our effort toivaté most of the contributions made in the rest of
this thesis.

The problem of spam blogs share many commonalities with agépmlassification and e-mail classi-
fication. Arguably, based on domain specific constraints pioblem lies somewhere between e-mail and
web spam detection. We have first evaluated which featuegshtive worked well in these other domains
are applicable, and which new features are effective inghéialized domain. We have also evaluated the
effectiveness of features like words, word-grams and atiaragrams, and discovered new features based out
of anchor-text, out-links and HTML tags, and validated thedfectiveness. We have introduced the notion
of feed based classification, and presented how classificagrformance evolves with blog lifecycle. We
have also evaluated the utility of relational features, ppraach which finds high emphasis in web spam
detection, and have presented arguments to support oundisdiVe have addressed the related problem of
blog identification.

Based on our developed domain expertise, and our undensgeafdhe deployment requirements of splog
filters, we have implemented a first of a kind system that sttppeal-time, cost-effective filtering. We have
quantified classifier cost by page fetches, a simple yett@ffemetric, and used classifiers in an increasing
cost pipeline. Our implemented system, named a “META-PIN@&tem, has been effectively used between

ping servers and blog harvesters in multiple real-worlchacies, including at industrial partners (IceRocket,
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LMCO) and academic institutions (Harvard, UMBC). A fullrgé@n of this system deployed at UMBC has
run over extended periods on a need-to basis, and suppdogtdrvesting and case studies on the growing
problem of splogs both in 2006 and 2007, informing the redeand technology community about the
growing problem of splogs, and motivating other effortsda@ss this problem.

We have discussed the attributes shared by this adversksaification problem with those of concept
drift and co-training, based on our experiences from readldwdeployments. Concept drift was so far been
addressed in the context of a stream of labeled instancds;@training used when the base learners are
weak, assumptions that we have relaxed in this domain. We $teawed how classifiers can co-evolve when
supported by an ensemble of base classifiers. We have ea@thatuse of this ensemble to retrain individual
classifiers on a stream of unlabeled instances, and validad®r such an approach is effective in splog
detection. By unweaving the properties of the ensemble lamdidmain, we have discussed other domains
where this approach could be potentially effective. We tese discussed how such adaptive classifiers can
be incorporated into our developed META-PING system.

We believe that the contributions made in this thesis not adbresses the core problem of spam blogs,
but also seeds exploration of the general problem of so@diag and interesting other challenges in machine

learning. We discuss them next.

VI.B Spam in Social Media

The general consensudefinition of Social Media is:

Social media describes the online technologies and peactitat people use to share content,
opinions, insights, experiences, perspectives, and ntieeliaselves. Social media can take many

different forms, including text, images, audio, and video.

We prefer to view Social Media agngagement protocolsdefined by platforms (Blogs, Social Networks,
Wiki, Micro-blogs), around content types (text, audio, eiq read-write Web, avatars), instantiated by ap-
plications (Blogger, YouTube, Wikipedia, flickr), towardaabling online communities. Thengagement
aspect of Social Media holds the key, and continues to dranstend retain them, on the Web as a whole,
and within microcosms (e.g. MySpace, Flickr, Facebook,uDrknabled by it. Spam on the Web, which

has largely been viewed as “spamdexing” to emphasis itsiitapoe to “indexing” of search engines, is now

http://en.wikipedia.org/wiki/Sociamedia
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Internet Spam
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Comment Spam

IM Spam (SPIM)
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(Mechanisms) \ \ / /

Social Media Spam spamdexing

Figure VI.2: Spam on the Internet.

beginning to become debatable.

To clarify this trend, we refer back to figure VI.2. Spam on thternet is commonly bucketed into
those that directly target users, and those that do so oillireE-mail spam is a clear case of the former
category, while “spamdexing” is a clear case of the latteraddition to spamdexing, spammers on the Web
are now targeting users through an additional technique tluat directly targets users within Social Media
enabled microcosms, a problem beginning to be known as aEMgdia Spam”. As seen in figure VI.2, a
typical form of such spam is seen on social networking ankkfaiomy oriented sites, which could also be
termed as “community spam” and “tag spam”. We place this fofspam with a slight overlap to indirect
spamming techniques, to signify that the earlier clear deai@n is beginning to become blurry, and that
“Social Media Spam” can also work as an indirect spamminbrigpie. This is because search engines also
index most social networking sites. While the immediatel gbapamming these sites is geared towards the
microcosm, the long-term goal is to target search engirgsntex these sites.

These trends in Web spam point to a realignment of focus orisfSurrounding Web spam detection,
based on the applicability of spam detection to both seangfines and microcosm based applications.
Though one such direction (“spamdexing”) applicable toc®angines is quite mature, the second direction

is only now beginning to gain in importance. The key diffaresbetween the focus of these efforts is driven
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by requirements presented by deployment scenarios. Wilgives an emphasis to global models based on
linking properties, the other requires an emphasis on lmcalels, and models that are self-contained within

the microcosm.

VI.C Future Work and Open Problems

The Web continues to grow, hosting interesting new apptioat catering to requirements of new demo-
graphics, attracting, engaging and retaining users. Wallpthese continuing trends on the Web, and better
understanding them present a number of interesting rdsehedlenges.

First, the problem of spam in social media is yet to be adddessa principled manner. We believe this
problem will only grow in severity.

There are largely unexplored areas in the feature spackiding HTML stylistic information, and
javascript use on webpages. This line of research couldigieasignificant benefit to spam filters, and is
an important requirement in any adversarial classificadimmain.

An almost untouched area of research has so far been adafassification for web spam detection.
Most, if not all techniques have been completely reactivelildihg on our work that uses an ensemble
(catalog) of classifiers, and explores the space of actamieg and concept drift could provide significant

merit towards web spam detection.



Appendix A

APPENDIX

A.A Splog Taxonomy

This taxonomy is an extension of the one proposed by Gyoeggl [34]. The emphasis of our work is
to highlight techniques commonly used in splog creatioredamly on local characteristics. As evident in
the web spam anatomy splogs are primarily used to act as dgsrwo promote the importance of other
doorways or a combination of both.

The motivation behind a categorization is that differeriedéon models will have to be developed based
on the category of spam to be detected. For instance, wostlfiaatures work well for the keyword-stuffing
and post-stitching category. We believe that such an akpltegorization will encourage the consideration

of all aspects of spam blogs by researchers attempting tesslithe problem.
e non-blog
e keyword-stuffing
e post-stitching
e post-plagiarism
e post-weaving
e link-spam

e other-spam
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Figure A.1: Non-blog page.

A.A.1 Non-blog Pages

The blogosphere is supported by an infrastructure of uppiatg servers that aggregate notification from
updated pages (blogs, news sites etc.) and route to downstgstems like search engines. Ping servers are
hence considered quick inlets to search index and usedtifigjoly by non-blog (non-news) pages. Most of
these pages are considered spam since they add no new valpel&ting the Web”.

Figure A.1 shows a non-blog identified to be pinging a popplag server, http://weblogs.com. This

non-blog is a parked domain featuring links to affiliates.
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Figure A.2: Keyword Stuffed Blog.

A.A.2 Keyword Stuffed Blogs

Figure A.2 shows a spam blog post using the keyword stufficlgrigue. This technique is commonly used
to boost relevance for targeted keywords, in this case “onugpde”, and attempts to compromise the TFIDF
[76] relevance scoring used by search engines.

Keyword stuffed pages are usually used as doorways.
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Figure A.3: Excerpt Stitched Blog.

A.A.3 Excerpt Stitched Blogs

Figure A.3 depicts a spam post that stitches together etecierp highly profitable advertising context. Such
excerpts are usually pulled from news websites (and/or 85 feeds) and serve as content around which

contextual ads can be placed. Most of these pages act asdhfsges.
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Figure A.4: Fully Plagiarized Blog.

A.A.4 Fully Plagiarized Blogs

Figure A.4 shows a website that is a case of full content pkégm without author consent. While there
are debates over what constitutes plagiarism, one way ohctaizing it is when full posts (articles) are
made indexable at a website other than the original souriteuti explicit authorization by the creator. Such
indexed content drive visitors away from the original s@yngnjustifiably reducing returns to the original
author. Full content plagiarism typically goes with contex advertisements, but is seemingly less in use
recently.

There have been many debates over plagiarism, more reedttilthat surrounding Bitacle

Ihttp://bitacle.org
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Figure A.5: Post Weaved Blog.

A.A.5 Post Weaved Blogs

Figure A.5 depicts a spam post that weaves hyperlinks aroantéxtually similar text, in this case “acne
treatment”. Such blogs are typically used to promote dogsveand are hosted on blog hosts that enjoy high
search engine trust.

While the most nave approach is to intersperse links in a kegstuffed post, more advanced techniques

that weave links in contextually similar plagiarized texiMarkov text synthesizers are also quite common.
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Figure A.6: Link Spam Blog.

A.A.6 Link Spam Blogs

Figure A.6 shows a spam post the features only hyperlinkshteraloorway pages. This specific example
shows a splog that was part of a farm of blogs interlinkincheatber.
Aformal analysis of link farms, their characteristics atrdstures that compromise PageRank is provided

by by Gydngyi et al [33].
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A.A.7 Other Spam

Clearly, techniques used by spammers vary and most of tegmats have an overlap between them. We
use this a catch-all category. Given the adversarial natispam its quite natural that spammers will use
new techniques in the creation of spam blogs. As new splogtioretools that use these new techniques

proliferate new genres of spam blogs will emerge, requifdtgised detection techniques.
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