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Abstract

We describe our research on automatically generating eohmastic annotations of text and making it available
on the Semantic Web. In particular, we discuss the challemgelved in adapting the OntoSem natural language
processing system for this purpose. OntoSem, an impleti@mtaf the theory of ontological semantics under
continuous development for over fifteen years, uses a djyectmstructed NLP-oriented ontology and an ontological-
semantic lexicon to translate English text into a custonologl-motivated knowledge representation language, the
language of text meaning representations (TMRs). OntoS@mentrates on a variety of ambiguity resolution tasks
as well as processing unexpected input and reference. Ta @fdoSem’s representation to the Semantic Web, we
developed a translation system, OntoSem20OWL, between MR [Enguage into the Semantic Web language OWL.
We next used OntoSem and OntoSem20OWL to support SemNewspanraental web service that monitors RSS
news sources, processes the summaries of the news stadigaiblishes a structured representation of the meaning
of the text in the news story.

Index Terms

semantic web, OWL, RDF, natural language processing, rimdition extraction

I. INTRODUCTION

A core goal of the development of the Semantic Web is to brimgessively more meaning to the information
published on the Web. An accepted method of doing this is bytating the text with a variety of kinds of
metadata. Manual annotation is time-consuming and emnamep Moreover, annotations must be made in a formal
language whose use may require considerable training goettese. Developing interactive tools for annotation is
a problematic undertaking because it is not known whethey thill be in actual demand. A number of Semantic
Web practitioners maintain that the desire to have theitertravailable on the Semantic Web will compel people
to spend the time and effort on manual annotation. Howeven & such a desire materializes, people will simply
not have enough time either to annotate each sentence mdhtd or annotate a subset at a semantic level that is
sufficiently deep to be used by advanced intelligent agéatisare projected as users of the Semantic Web alongside

people.
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The alternative on the supply side is, then, automatic atioot Within the current state of the art, automatically
produced annotations are roughly at the level attainabtediatest information extraction techniques — a reasgnabl
good level of capturing named entities with a somewhat lassessful categorization of such entities (e.g., deciding
whetherJordanis used as the first name of an individual or a reference to #isheimite kingdom). Extracting more
advanced types of semantic information, for example, tygfesvents (to say nothing about determining semantic
arguments, "case roles” in Al terminology), is not quite hiiit the current information extraction capabilities,
though work in this direction is ongoing. Indeed, semantinctation is at the moment an active subfield of
computational linguistics, where annotated corpora aenited for use by machine learning approaches to building
natural language processing capabilities.

On the demand side of the Semantic Web, a core capabilitypsowing the precision of the Web search which
will be facilitated by detailed semantic annotations thia anambiguous and sufficiently detailed to support the
search engine in making fine-grained distinctions in caliod) scores of documents. Another core capability is
to transcend the level of document retrieval and insteadrimeds answers to user queries specially generated
pragmatically and stylistically appropriate responsesaffain this capability, intelligent agents must rely omyve
detailed semantic annotations of texts. We believe thah @mnotations will be, for all intents and purposes,
complete text meaning representations, not just sets o&isigenor pragmatic markers (and certainly not templates
filled with uninterpreted snippets of the input text that gemerated by the current information extraction methods).

To attain such goals, Semantic Web agents must be equippgbd@phisticated semantic analysis systems that
process text found on the Web and publish their analyses @b as annotations in a form accessible to other
agents, using standard Semantic Web languages such as RDBVdh. The Semantic Web will, thus, be useful
for both human readers and robotic intelligent agents. gents will benefit from the existence of deep semantic
annotations in their application-oriented informationgessing tasks and will also be able to derive such annotatio
from text. People will not directly access the annotatioret@data) level but will benefit from higher-quality and
better formulated responses to their queries.

This paper describes initial work on responding to the needsleveraging the offerings of the Web by merging
knowledge-oriented natural language processing with weehrtologies to produce both an automatic annotation-
generating capability and an enhanced web service oriestdtiman users. The ontological-semantic natural
language processing system OntoSem [1] provided the basikd automatic annotation effort. In order to test and
evaluate the utility of OntoSem on the Semantic Web, we haveldped SemNews [2], [3], a prototype application
that monitors RSS feeds of news stories, applies OntoSemderstand the text, and exports the computed facts
back to the Web in OWL. A prerequisite for this system intéigrais a utility for translating knowledge formats
between OntoSem'’s knowledge representation language rantbgies and those of the Semantic Web.

Since our goal is to continuously improve the service, thaliguof OntoSem results and system coverage
must be continuously enhanced. The Web, in fact, containgaltivof textual information that, once processed,
can enhance OntoSem’s knowledge base (its ontology, lexacal fact repository, see below for a more detailed

description). This is why the knowledge format conversitilityy OntoSem20OWL, has been developed to translate
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both ways between OWL and OntoSem’s knowledge representiinguage. Our initial experiments on automatic
learning of ontological concepts and lexicon entries aporied in English and Nirenburg [4].

The remainder of this paper is organized as follows. We stéft a brief review of some related work on
annotation in computational linguistics and on mappingvikedge between a text understanding system and the
Semantic Web representation. Next, we introduce the krdy@l@éesources of OntoSem and illustrate its knowledge
representation language. Section IV provides an overviewhe architecture of our implemented system and
describes the approach used and major issues discoveresirnig it to map knowledge between OntoSem'’s
knowledge representation system and the Semantic Web dgegOWL. Section V outlines some of the larger
issues and challenges we expect to encounter. We descrilbppnach to evaluating the use of OntoSem, the
translation of its ontology to OWL and effectiveness of tBemNews system in Section VI. Section VII describes
the SemNews application testbed and some general appiicatenarios we have explored to motivate and guide

our research. Finally, we offer some concluding remarkseictisn 1X.

Il. RELATED WORK

The general problem of automatically generating and addargantic annotations to text has been the focus of
research for many years. Most of the work has not used the i@&nvéeb languages for encoding these annotations.
We briefly describe some of the work here and point out somdasitres and differences with our own.

Gildea and Jurafsky [5] created a stochastic system thatdatase roles of predicates with either abstract (e.g.,
AGENT, THEME) or domain-specific (e.g., MESSAGE, TOPIC)anl The system trained on 50,000 words of
hand-annotated text that was produced by the FrameNet f§¢qir When tasked to segment constituents and
identify their semantic roles (with fillers being undisagnited textual strings, not machine-tractable instantes o
ontological concepts, as in OntoSem), the system scoretieir6@’s in precision and recall. Limitations of the
system include its reliance on hand-annotated data, amdligsice on prior knowledge of the predicate frame type
(i.e., it lacks the capacity to disambiguate productive§@mantics in this project is limited to case-roles.

The “Interlingual Annotation of Multilingual Text Corpotaroject [7] had as its goal the creation of a syntactic
and semantic annotation representation methodology andk teut on seven languages (English, Spanish, French,
Arabic, Japanese, Korean, and Hindi). The semantic repiasen, however, is restricted to those aspects of syntax
and semantics that developers believe can be consistemtigldd well by hand annotators for many languages.
The current stage of development includes only syntax anchitetl semantics — essentially, thematic roles.

In the ACE project, annotators carry out manual semantic annotation of textniglish, Chinese and Arabic
to create training and test data for research task evahsatibhe downside of this effort is that the inventory of
semantic entities, relations and events is very small aackfore the resulting semantic representations are coarse
grained, e.g., there are only five event types. The projestrg#ion promises more fine-grained descriptors and

relations among events in the future. Another responsedaliar insufficiency of syntax-only tagging is offered

http://www.ldc.upenn.edu/Projects/ACE/
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by the developers of PropBank, the Penn Treebank semartéosian. Kingsbury et al. [8], who report “It was
agreed that the highest priority, and the most feasible tfpgemantic annotation, is coreference and predicate
argument structure for verbs, participial modifiers and matizations, and this is what is included in PropBank.”

Recently, there has been interest in exploiting informmagéigtraction techniques to text to produce annotations for
the Semantic Web. However, few systems capable of deepemsienanalysis have been applied in Semantic Web
related tasks. Information extraction tools work best wttentypes of objects that need to be identified are clearly
defined, for example the objective in MUC [9] was to find theimas named entities in text. Using OntoSem,
we aim to not only provide such information, but also convtieet text meaning representation of natural language
sentences into Semantic Web representations.

A project closely related to our work was an effort to map thi&rekosmos knowledge base to OWL [10], [11].
Mikrokosmos [12] is a precursor to OntoSem and was develag#d the intent of using it as an interlingua in
machine translation related work. This project developaties basic mapping functions that can create the class
hierarchy and specify the properties and their respectiveains and ranges. In our system we describe how facets,
numeric attribute ranges can be handled and more importamtidescribe a technique for translating the sentences
from their Text Meaning Representation to the correspan@iVL representation thereby providing semantically
marked up natural language text for use by other agents.h&nttanslation effort involving Mikrokosmos produced
the Omega Ontology13] by merging the content of Mikrokosmos with Wordnet wéttiditonal information sources.

Dameron et al. [14] describe an approach to representingdhadational Model of Anatomy (FMA) in OWL.
FMA is a large ontology of the human anatomy and is represeimnea frame-based knowledge representation
language. Some of the challenges faced were the lack of algnivOWL representations for some frame based
constructs and scalability and computational issues Vhighcurrent reasoners.

Schlangen et al. [15] describe a system that combines aahdfurguage processing system with Semantic
Web technologies to support the content-based storageedrndval of medical pathology reports. The language
component was augmented with background knowledge comgist a domain ontology represented in OWL. The
result supported the extraction of domain specific inforamefrom natural language reports which was then mapped
back into a Semantic Web representation.

TAP [16] is an open source project lead by Stanford Univgraitd IBM Research aimed at populating the
Semantic Web with information by providing tools that make web a giant distributed Database. TAP provides
a set of protocols and conventions that create a cohereriewafiandependently produced bits of information, and
a simple API to navigate the graph. Local, independently agad knowledge bases can be aggregated to form
selected centers of knowledge useful for particular apfibos.

Kruger et al. [17] developed an application that learnedxivaet information from talk announcements from
training data using an algorithm based on Stalker [18]. Tkteaeted information was then encoded as markup
in the Semantic Web language DAML+OIL, a precursor to OWLe Thsults were used as part of the ITTALKS
system [19].

The Haystack Project has developed system [20] enablings usetrain a browsers to extract Semantic Web
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content from HTML documents on the Web. Users provide exampf semantic content by highlighting them in
their browser and then describing their meaning. Gen@dgrappers are then constructed to extract information
and encode the results in RDF. The goal is to let individuatsigenerate Semantic Web content from text on web
pages of interest to them. More recently, the project hagldped a Firefox plug-in, Solvent, that can be used to
write screen scrapers to produce RDF data from Web pages.

The On-to-Knowledge project [21] provides an ontologyduhsystem for knowledge management. It uses
Ontology-based Inference Layer (OIL) to support for dggan logics (DL) and frame-based systems over the
WWW. OWL itself is an extension derived from OIL and DAML. Tl@ntoExtract and OntoWrapper sub-system
in On-to-knowledge were responsible for processing ungired and structured text. These systems were used to
automatically extract ontologies and express them in Sém¥veb representations. At the heat of OntoExtract is
an natural language processing system that process tegtfiarm lexical and semantic analysis. Finally, concepts
found in free text are represented as an ontology.

The Cyc project has developed a very large knowledge basemifnon sense facts and reasoning capabilities.
Recent efforts [22] include the development of tools foroatically annotating documents and exporting the
knowledge in OWL. The authors also highlight the difficudtia exporting an expressive representation like CycL
into OWL due to lack of equivalent constructs.

Finally, we mention the KIM platform [23] for automatic semi& annotation, indexing, and retrieval of docu-
ments. This system uses the GATE [24] language engineeyistgra backed by structured ontologies in OWL to

produce annotations.

Ill. ONTOSEM

Ontological Semantics (OntoSem) is a theory of meaning tarahlanguage text [1]. The OntoSem environment
is a rich and extensive tool for extracting and representiiegning in a language independent way. The OntoSem
system is used for a number of applications such as mactanslation, question answering, information extraction
and language generation. It is supported bgamstructed world modegl.e., a structured model of the classes
of objects, properties, relations and constraints thathiniip described in text, encoded as a rich ontology. The
Ontology is represented as a directed acyclic graph usiny i8ations. It contains about 8000 concepts that have
on an average 16 properties per concept. At the topmosttlesaloncepts are: OBJECT, EVENT and PROPERTY.

The OntoSem ontology is expressed in a frame-based repatisenand each of the frames corresponds to a
concept. The concepts are defined using a collection of #hatiscould be linked using IS-A relations. A slot

consists of a PROPERTY, FACET and a FILLER.

ONTOLOGY :: = CONCEPT+
CONCEPT = ROOT | OBJECT- OR-EVENT | PROPERTY
SLOT = PROPERTY + FACET + FILLER

A property can be either an attribute, relation or ontoldgy. #An ontology slot is a special type of property that is
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Fig. 1. OntoSem is a large scale, sophisticated naturaliegeyunderstanding system that uses a custom frame-basetbéige representation

system with an extensive ontology and lexicon.

used to describe and organize the ontology. The ontologlpgely tied to the lexicon with language independence
achieved through the use of multiple lexicons, one for eaclylage with stored “meaning procedures” that are
used to disambiguate word senses and references. Thusigebpiconcepts defined relatively few and making the

ontology small. Text analysis relies on extensive statiovkedge resources, some of which are described below:

« The OntoSem language-independent ontology, which cuyreantains around 8,500 concepts, each of which
is described by an average of 16 properties. The ontologyomilpted by concepts that we expect to be
relevant cross-linguistically. The current experimenswan on a subset of the ontology containing about
6,000 concepts.

« An OntoSem lexicon whose entries contain syntactic and sémaformation (linked through variables) as
well as calls for procedural semantic routines when necgsthe semantic zone of an entry most frequently
refers to ontological concepts, either directly or with peaty-based modifications, but can also describe

word meaning extra-ontologically, for example, in termsnofdality, aspect or time (see [25] for an in-
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depth discussion of the lexicon/ontology connection). Thierent English lexicon contains approximately

30,000 senses, including most closed-class items and mfathe anost frequent and polysemous verbs, as
selected through corpus analysis. The base lexicon is egglaat runtime using an inventory of lexical (e.g.,

derivational-morphological) rules.

« An onomasticon, or lexicon of proper names, which contapmaximately 350,000 entries.

« A fact repository, which contains “remembered instancdsdmtological concepts, e.g., SPEECH-ACT-3366
is the 3366th instantiation of the concept SPEECH-ACT inrfemory of a text-processing agent. Figure 2
shows the representation generated for the text “Collinddoaddressed the UN General Assembly yesterday.
He siad that President Bush WIll visit the UN on Thursday.eTfact repository is not used in the current
experiment but will provide valuable semantically-antetacontext information for future experiments.

« The OntoSem syntactic-semantic analyzer, which performeprpcessing (tokenization, named-entity and
acronym recoghnition, etc.), morphological, syntactic aechantic analysis, and the creation of TMRs.

« The TMR language, which is the knowledge representatiotesy$or representing text meaning.

OntoSem knowledge resources have been acquired by tractpdrexs using a broad variety of efficiency-
enhancing tools graphical editors, enhanced searchties,jlicapabilities of automatically acquiring knowledge
for classes of entities on the basis of manually acquiredMerige for a single representative of the class, etc.
OntoSem’s DEKADE environment [25] facilitates both knodde acquisition and semi-automatic creation of “gold
standard” TMRs, which can be also viewed as deep semanti@terotation.

The OntoSem environment takes as input unrestricted texktpanforms different syntactic and semantic pro-
cessing steps to convert it into a set of Text Meaning Reptatiens (TMR). The basic steps in processing the
sentence to extract the meaning representation is showurefily The preprocessor deals with identifying sentence
and word boundaries, part of speech tagging, recognitiomaoied entities and dates, etc. The syntactic analysis
phase identifies the various clause level dependencies randahtatical constructs of the sentence. The TMR is a
representation of the meaning of the text and is expresdad tise various concepts defined in the ontology. The
TMRs are produced as a result of semantic analysis which kremsledge sources such as lexicon, onomasticon
and fact repository to resolve ambiguities and time refeesnTMRs have been used as the substrate for question-
answering [26], machine translation [12] and knowledgeastion. Once the TMRs are generated, OntoSem20OWL
converts them to an equivalent OWL representation.

The learned instances from the text are stored faca repositorywhich essentially forms the knowledge base
of OntoSem. As an example the sentericéte (Colin Powell) asked the UN to authorize the wai$ converted
to the TMR shown in Figure 3. A more detailed description oft@@em and its features is available in [27] and

[28].

IV. MAPPING ONTOSEM TO OWL

We have develope®ntoSem20WL [3] as a tool to convert OntoSem’s ontology and TMRs encodedt i

to the OWL Web Ontology language. This enables an agent toQugeSem’s environment to extract semantic

August 12, 2007 DRAFT



Final version to appear, International Journal on Semantic Web and Information Systems, 3(4), 2007. (http://www.igi-pub.com/)

8
~
Speech- DURING

Act-FR17

AGENT AGENT

BEFORE

LOCATION THEME

Colin Powell addressed the UN General Assembly yesterday...
He said that President Bush will visit the UN on Thursday.

Fig. 2. OntoSem goes through several basic stages in comyertsentence into a text meaning representation (TMR)whépresent a set

of facts expressed in the text.

information from natural language text. Ontology mappiegld with defining functions that describe how concepts
in one ontology are related to the concepts in some othelamitg29]. Ontology translation process converts the
sentences that use the source ontology into their correapgpnepresentations in the target ontology. In converting
the OntoSem Ontology to OWL, we are performing the followtagks:

« Translating the OntoSem ontology deals with mapping theasgics of OntoSem into a corresponding OWL

version.

« Once the ontology is translated the sentences that use tbiogy are syntactically converted.

« In addition OntoSem is also supported by a fact repositorichvis also mapped to OWL.
OntoSem20WL is a rule based translation engine that take®©ttioSem Ontology in its LISP representation and
converts it into its corresponding OWL format. The follogiis an example of how a concept ONTOLOGY-SLOT

is described in OntoSem:

(make-franme definition
(is-a (value (conmmon ontol ogy-slot)))
(definition (value (common "Hunman
readabl e expl anation for a concept")))

(domain (sem (conmmon all))))

Its corresponding OWL representation is:
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REQUEST-ACTION-69

AGENT

THEME ACCEPT-70
BENEFICIARY ORGANIZATION-71
SOURCE-ROOT-WORD ask

asked the
UN to authorize

TIME (< (FIND-ANCHOR-TIME)) the war.
ACCEPT-70

THEME WAR-73

THEME-OF REQUEST-ACTION-69

SOURCE-ROOT-WORD  authorize

ORGANIZATION-71

HAS-NAME
BENEFICIARY-OF
SOURCE-ROOT-WORD

United-Nations
REQUEST-ACTION-69
UN

9

HAS-NAME Colin Powell
AGENT-OF REQUEST-ACTION-69
SOURCE-ROOT-WORD he ; reference resolution has been carried out
WAR-73
THEME-OF ACCEPT-70
SOURCE-ROOT-WORD war

Fig. 3. OntoSem constructs this text meaning representéliMR) for the sentencéHe (Colin Powell) asked the UN to authorize the war”

<owW : Qbj ect Property rdf:1D="definition">

<rdfs: subPropertyC >

<ow : Ohj ect Property rdf:about ="#ontol ogy-slot"/>
</rdfs:subProperty >
<rdfs: | abel >

"Hurmman readabl e expl anation for a concept™
</rdfs: | abel >
<rdf s: domai n>

<ow : C ass rdf:about="#all"/>

</ rdfs: donmai n>

</ ow : Cbj ect Property>
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case times used | mapped using
total Class/Property make-framge 8199 owl:class or owl:ObjectProperty
Definition 8192 rdfs:label
is-a relationship 8189 owl:subClassOf
TABLE |

THIS TABLE SHOWS HOW OFTEN EACH OF THECLASS RELATED CONSTRUCTS WERE USED IODNTOSEM’S ONTOLOGY.

We will briefly describe how each of the OntoSem features asppad into their OWL versions: classes,

properties, facets, attribute ranges and TMRs.

A. Handling Classes

New concepts are defined in OntoSem usingke-frameand related to other concepts using the relation.
Each concept may also have a corresponding definition. Wieetlee system encountersraake-framét recognizes
that this is a new concept being defined. OBJECT or EVENT arpped toowl:Classwhile, PROPERTIES are
mapped toowl:ObjectProperty ONTOLOGY-SLOTS are special properties that are used ta&ire the ontology.
These are also mapped ¢avl:ObjectProperty Object definitions are created usiogl:Classand the 1S-A relation
is mapped usingwl:subClassQfDefinition property in OntoSem has the same functiordéslabeland is mapped

directly. The table | shows the usage of each of these featar®ntoSem.

B. Handling Properties

Whenever the level one parent of a concept is of the type PRDFE is translated toowl:ObjectProperty
Properties can also be linked to other properties using $1a felation. In case of properties, the IS-A relation
maps to theowl:subPropertyQfMost of the properties also contain the domain and the ralads. Domain defines
the concepts to which the property can be applied and theesaate the concepts that the property slot of an
instance can have as fillers. OntoSem domains are convertdtstddomainand ranges are convertedrafs:range
For some of the properties OntoSem also defines inverseg tlenINVERSE-OF relationship. It can be directly
mapped to thewl:inverseOfrelation.

In case there are multiple concepts defined for a particudanain or range, OntoSem20OWL handles it using

owl:unionOffeature. For example:

(make-franme controls
(domai n
(sem (conmon physi cal - event
physi cal - obj ect
soci al - event

social-role)))
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(range (sem (comon actualize
artifact
nat ur al - obj ect
social-role)))
(is-a (value (comon relation)))
(inverse (value (conmon controll ed-by)))
(definition
(val ue (conmon
"Arelation which relates concepts to
what they can control"))))

is mapped to

<owW : Qbj ect Property rdf:1D= "control s">
<rdf s: domai n>
<ow : C ass>
<ow : uni onOf rdf: parseType="Col | ecti on">
<ow : Cl ass rdf: about ="#physi cal -event"/>
<ow : Cl ass rdf: about ="#physi cal - obj ect"/ >
<ow : O ass rdf: about ="#soci al -event"/>
<ow : O ass rdf: about ="#social -rol e"/>
</ ow : uni onCf >
</ ow : Cl ass>
</rdfs: domai n>
<rdfs:range>
<ow : C ass>
<ow : uni onOf rdf: parseType="Col | ecti on">
<ow : O ass rdf: about ="#actual i ze"/>
<ow : C ass rdf:about="#artifact"/>
<ow : Cl ass rdf: about ="#nat ur al - obj ect"/>
<ow : Cl ass rdf:about="#social-role"/>
</ oW : uni onOf >
</ ow : Cl ass>
</rdf s: range>
<rdfs: subPropertyCf >
<ow : Obj ect Property rdf:about="#rel ation"/>
</rdfs:subPropertyC >
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case frequency | mapped using
1 | domain 617 rdfs:domain
2 | domain with not facet| 16 owl:disjointWith
3 | range 406 rdfs:range
4 | range with not facet | 5 owl:disjointWith
5 | inverse 260 owl:inverseOf
TABLE Il

THIS TABLE SHOWS HOW OFTEN EACH OF THE PROPERTY RELATED CONSURTS WERE USED INONTOSEM’S ONTOLOGY.

<ow :inverseO rdf:resource="#controll ed-by"/>
<rdfs: | abel >
"A relation which relates concepts to
what they can control"
</rdfs: | abel >

</ ow : Cbj ect Property>

The table 1l describes the typical usages of the propergtedlconstructs in OntoSem.

C. Handling Facets

OntoSem uses facets as a way of restricting the fillers thatbeaused for a particular slot. In OntoSem there
are six facets that are created and onethat is automatically generated. The table 11l shows théediht facets
and how often they are used in OntoSem.

« SEM and VALUEThese are the most commonly used facets. OntoSem20OWL dwmtttdse identically and
maps them using aowl:Restrictionon a particular property. With aawl:Restrictionwe can locally restrict
the type of values a property can take unlikiés:domainor rdfs:rangewhich specifies how the property is
globally restricted [30].

« RELAXABLE-TOThis facet indicates that the value for the filler can takerain type. It is a way of specifying
“typical violations”. One way of handling RELAXABLE-TO isotadd this information in an annotation and
also add this to the classes present in dlg:Restriction

« DEFAULT. OWL provides no clear way of representing defaults, sita@nly supports monotonic reasoning
and this is one of the issues that have been expressed foe itensions of OWL language [31]. These issues
need to be further investigated in order to come up with an@pfate equivalent representation in OWL. One
approach is to use rule languages like SWRL [32] to expresk dafaults and exceptions. Another approach
would be to elevate facets to properties. This can be doneobybiming the property-facet to make a new
property. Thus a concept of an apple that has a property ealbrthe default facet value 'red’ could be

translated to a new property in the owl version of the framenmstthe property name is color-default and it
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case frequency | mapped using

1 | value 18217 owl:Restriction
2 | sem 5686 owl:Restriction
3 | relaxable-to 95 annotation

4 | default 350 not handled

5 | default-measure| 612 not handled

6 | not 134 owl:disjointWith
7 | inv 1941 not required

TABLE Il

THIS TABLE SHOWS HOW OFTEN EACH OF THE FACETS WERE USED IRNTOSEM’S ONTOLOGY.

can have a value of red.
« DEFAULT-MEASUREThis facet indicates what the typical units of measuresarg for a particular property.
This can be handled by creating a new property named MEASIGRINITS or adding this information as
a rule.
« NOT: This facet specifies that certain values are not permitigtie filler of the slot in which this is defined.
NOT facet can be handled using tbevl:disjointWith feature.
« INV: This facet need not be handled since this information isaaly covered using the inverse property which
is mapped toowl:inverseOf
Although DEFAULT and DEFAULT-MEASURE provides useful infoation, it can be noticed from Il that
relatively they are used less frequently. Hence in our usegaignoring these facets does not lose a lot of

information.

D. Handling Attribute Ranges

Certain fillers can also take numerical ranges as values.irfaance the propertgge can take a numerical
value between 0 and 120 for instance. Additionadly>, <> could also be used in TMRs. Attribute ranges can
be handled using XML Schema [33] in OWL. The following is arample of how the propertage could be

represented in OWL usingsd:restriction

<xsd:restriction base="integer">
<xsd: m nl ncl usi ve val ue="0">
<xsd: maxExcl usi ve val ue="120">

</ xsd:restriction>

E. Converting Text Meaning Representations

Once the OntoSem ontology is converted into its correspgn@WL representation, we can now translate the

text meaning representations into statements in OWL. lermtal do this we can use the namespace defined as the
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OntoSem ontology and use the corresponding concepts tte¢hearepresentation. The TMRs also contain additional
information such as ROOT-WORDS and MODALITY. These are usegrovide additional details about the TMRs
and are added to the annotations. In addition TMRs also roo#tain triggers for 'meaning procedures’ such as
TRIGGER-REFERENCE and SEEK-SPECIFICATION. These aredstyrocedural attachments and hence can
not be directly mapped into the corresponding OWL versions.
Sentence: Ohio Congressman Arrives in Jordan

TMR

( COVE- 1740
(TI VE (VALUE ( COMVON ( FI ND- ANCHOR- TI ME) ) ) )
( DESTI NATI ON ( VALUE ( COVMON Cl TY- 1740)))
( AGENT (VALUE ( COVMON POLI TI Cl AN-1740)))
( ROOT- WORDS ( VALUE ( COMVON ( ARRI VE))))
(WORD- NUM ( VALUE ( COMMON 2)))
(1 NSTANCE- OF (VALUE ( COVMON COVE))))

TMR in OWL

<ont osem cone rdf : about =" COVE- 1740" >
<ont osem desti nati on
rdf : resource="#Cl TY-1740"/ >
<ont osem agent
rdf: resource="#POLI TI Cl AN-1740"/ >

</ ont osem cone>

TMR

(PCLITIClI AN- 1740
( AGENT- OF (VALUE ( COMMON COME- 1740)))
;; Politician with sonme relation to Chio. A
;; later neaning procedure should try to find
;; that the relation is that he lives there.
( RELATI ON ( VALUE ( COMMON PROVI NCE- 1740)))
( MEVBER- OF ( VALUE ( COVMON CONGRESS)))
( ROOT- WORDS ( VALUE ( COMMON ( CONGRESSMVAN) ) ) )
( WORD- NUM ( VALUE ( COMMON 1)))
(1 NSTANCE- OF ( VALUE ( COMMON POLI TI Cl AN))))

TMR in OWL
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<ontosem politician rdf:about="POLI TI Cl AN-1740" >
<ont osem agent - of rdf:resource="#COVE- 140"/ >
<ontosemrel ation rdf:resource="#PROVI NCE- 1740"/ >
<ont osem nenber - of rdf:resource="#congress"/>

</ ontosem politician>

TMR

(Cl TY- 1740
( HAS- NAVE ( VALUE ( COMMVON " JORDAN')))
( ROOT- WORDS ( VALUE ( COMVON ( JORDAN) ) ) )
(WORD- NUM ( VALUE ( COMMON 4)))
( DESTI NATI ON- OF ( VALUE ( COMVON COVE- 1740)))
(1 NSTANCE- OF (VALUE (COVMON CI TY))))

TMR in OWL

<ontosemcity rdf:about="Cl TY-1740">
<ont osem has- nane>JORDAN</ ont osem has- name>
<ont osem desti nati on-of rdf:resource="#COVE-1740"/ >

</ontosemcity>

V. CHALLENGES

There are a number of challenges in trying to map a frame bsgggtdm like OntoSem to OWL. This section
discusses some of the important issues that pertain to mgufiany frame based system to web representation
such as OWL.

One of the challenges in building such a system is to bridgeghp between the knowledge representation
features that are used by natural language processingrsysted Semantic Web technologies. Some NLP systems
such as OntoSem are supported by frame based represestaticonstruct a model or ontology of the world.
Such an ontology is then used to extract and represent ngefmim natural language text. Since OntoSem is used
for natural language processing applications, it has a Wakpressing defaults and exceptions. However there is
no clear way of mapping defaults to OWL since OWL does not supponmonotonic reasoning and has an open
world assumption. However, this is not as significant as i aapear, since these features are primarily used when
creating classes and relations between them. For instandefault for analysing US based news stories may be
that if no specific nationality of a person is given, they af® Nationals. Systems such as semnews will mostly deal
with instance data where these features are not used, sadh#ét information about the instance is represented

in a system that doesn’t handle defaults does not affectlfityaof OntoSem to handle that data.
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Knowledge sharing is a critical factor to enable agents enSkmantic Web to use this information extracted
from NL text or be able to provide information that can be ubgdNLP tools. This requires mapping across
different ontologies and translating sentences from opeesentation to another. KQML [34] and KIF [35] were
two such attempts that developed protocols to enable ghafitarge scal&knowledge base®ur system maps the
OntoSem ontology to OWL and thus makes the framework shanalth other agents on the web.

Ambiguity is also an issue when dealing with NL text. Humanglaage can have ambiguity at both syntactic
and semantic level. An example often discussedriaphora resolutionwhich is the problem of identifying and
resolving different references to the same named entityo®m provides ways for handling such references and
resolves these references, not just within a single doctitmgnacross all the facts in its repository. This could
have interesting applications in the Semantic Web domape@ally in resolving ambiguities inherent in FOAF
[36] descriptions and data.

While some of the basic mapping rules have been developed® naeds to be done to identifying and represent
cardinalities, transitive, symmetric and inverse funtgibproperties. These issues are being investigated.

There were also interesting challenges while mapping alargology such as OntoSem. Although we needed
the capabilities of OWL Full to represent a more completesstilof OntoSem’s features, the result was too large
for OWL Full reasoners to process. One suggestion is to buighpings at different levels of expressivity, for
example we could have different versions of the OntoSemlogycfor OWL Lite, DL and Full. Another approach
would be to investigate the possibility of partitioning thetology into different smaller ontologies.

OntoSem uses procedural attachments with concepts in ttodogp and also in the TMRs. These are useful
in performing tasks such as reference resolution, findiegrétative time reference, etc. An important implication
of the translation process is that currently it does not supany of these procedural attachments. It would be
interesting to look into ways in which this information cdubve additionally incorporated either into the reasoner

or the knowledge base of the agent itself.

VI. EVALUATION

There are several dimensions along which this research eavdluated. One possible evaluation is that of the
underlying NLP system OntoSem. This has been reported o87hdnd [38]. We briefly summarize the these
below. However, we note that the primary purpose of this p&paot to report on OntoSem. The focus here is to
build a system that can bridge between the semantic web andngigally rich NLP systems such as OntoSem,
and so the evaluation is a measure of how well we can translate

The primary output of OntoSem is in the form of TMRs as desatiin Sections Ill and IV. To evaluate these
semantic representations of natural language, gold stasaeere created throughout the evaluation process, and a
collection of “correctness” metrics were then applied testh gold standards along with the automatically created
TMRs. The intermediate outputs of the various stages of 8enus processing (preprocessing, syntactic analysis,
and semantic analysis) were inspected and corrected taipeagbld standards; the amount of correction required

was tabulated to produce an evaluation.

August 12, 2007 DRAFT



Final version to appear, International Journal on Semantic Web and Information Systems, 3(4), 2007. (http://www.igi-pub.com/)
17

The emphasis on evaluation was placed on the primary funofi@ntoSem, semantic analysis. Four calculation
metrics were combined to produce an overall evaluative éigar any given textual analysis [37]:

« Match/Mismatch of TMR elementdow many TMR elements did OntoSem properly identify, and moany

were in error?

« Weighted Score for WSD Complexi®f the mismatched TMR elements, how ambiguous was the mi$redt
lexical entry?

o Weighted Score for WSD Distand®f the mismatched TMR elements, how similar are they to thgeta
element, using the OntoSearch distance metric [39]?

« Semantic Dependency Determinatibtow many semantic dependencies in the TMR were properlymadic
and how many were in error?

Combining the results of these four metrics, an automdyicgnerated TMR can be compared to a gold standard

TMR, producing an evaluation of OntoSem'’s performance.

Our translation model involves translating ontologies arstiances (facts) in both directions: from OntoSem to an
OWL version of the OntoSem Ontology and from the OWL versib®atoSem into OntoSem. For the translation
to be truly useful, it should also involves the translatiaivieen the OWL version of OntoSem'’s ontologies and
facts and the ontologies in common use on the Semantic Wgh EOAF [36], Dublin Core [40], OWL-S [41],
OWL-time [42], etc.).

Since our current work has concentrated on the initial stepramslating from OntoSem to OWL, we will
enumerate some of the issues from that perspective. Ttangsla the opposite direction raises similar, though not
identical, issues. The chief translation measures we hemsidered are as follows:

o Syntactic correctness. Does the translation produce syntactically correct RDF @WwlL? The resulting

documents can be checked with appropriate RDF and OWL validaystems.

« Semantic validity. Does the translation produce RDF and OWL that is semantieedll formed? An RDF
or OWL file can be syntactically valid yet contain errors tiwalate semantic constrains in the language.
For example, an OWL class should not be disjoint with itself has any instances. Several OWL validation
services make some semantic checks in addition to syntants. A full semantic validity check is quite
difficult and, to our knowledge, no system attempts one, dgemnlecidable subsets of OWL.

« Meaning preservation. Is the meaning of the generated OWL representation iddritidhat of the OntoSem
representation? This is a very difficult question to answereven to formulate, given the vast differences
between the two knowledge representation systems. Hoywseecan easily identify some constructs, such as
defaults, that clearly can not be captured in OWL, leading toss of information and meaning when going
from OntoSem to OWL.

« Feature minimization. OWL is a complex representation language, some of whosarisatmake reasoning
difficult. A number of levels of complexity can be identified.q., the OWLspecies: Lite, DL and Fujl In

general, we would like the translation service to not use mpex feature unless it is absolutely required.
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Doing so will reduce the complexity of reasoning with the gexted ontology.

« Trandation complexity. What are the speed and memory requirements of the transl&ioce, in general, a

translation might require reasoning, this could be an issue

We report on some preliminary evaluation metrics coverhmg hhasic OntoSem to OWL translation.

OntoSem20WL uses the Jena Semantic Web Framework [43]nalkgrto build the OWL version of the
Ontology. The ontologies generated were successfullya&sd using two automated RDF validators: the W3C'’s
RDF Validation Service [44] and the WonderWeb OWL Ontologlit¥ator [45].

There were a total of about 8000 concepts in the original Samo ontology. The total number of triples generated
in the translated version was just over 100,000. Theseetripicluded a number of blank nodes — RDF nodes
representing objects without identifiers that are requitee to RDF's low-level triple representation.

Since the generated ontologies required the use of the OWdits andinverseOffeatures, the results fall in the
OWL Full class in terms of the the level of expressivity.

Using the Jena API it typically takes betwee 10 and 40 sectmbsild the model, depending upon the reasoner
employed. The computation of transitive closure and baBIE Bchema inferencing takes approximately ten seconds
on a typical workstation. The OWL Micro reasoner takes al@useconds while OWL Full reasoner fails, possibly
due to the large search space. The OntoSem ontology in its @fftesentation can be successfully loaded into
the Swoop [46] OWL editor for browsing, editing and furtheidation.

Based on our preliminary results, we found that OntoSem2@/dble to translate most of the OntoSem ontology
into a form that is syntactically valid and, in so far as catrealidators can tell, free of semantic problems. There
are some problems in representing defaults and correctlyping some of the facets, however these are used

relatively less frequently.

VII. APPLICATIONS

One of the motivations for integrating language understanpdgents into the Semantic Web is to enable
applications to use the information published in free tdring with other Semantic Web data. SemNéw2]
is a semantic news service that monitors different RSS needsf and provides structured representations of the
meaning of news articles found in them. As new articles apgg@amNews extracts the summary from the RSS
description and processes it with OntoSem. The resultindRTiMthen converted into OWL. This enables us to
semantacizéhe RSS content and provide live and up-to-date content@B8#mantic Web. The prototype application
also provides a number of interfaces which allow users amahtago query over the meaning representation of the
text as expressed in OWL.

Figure 4 shows the basic architecture of SemNews. The R3S feem different news sources are aggregated
and parsed. These RSS feeds are also rich in useful metawdzdtas information on the author, the date when the

article was published, the news category and tag informafibese form the explicit meta-data that is provided by

2http://semnews.umbc.edu
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Fig. 4. The SemNews application, which serves as a testbeduiowork, has a simple architecture. RSS (1) from multipberrses is

aggregated and then processed by the OntoSem (2) text pirigesivironment. This results in the generation of TMRsaf® updates to the
fact repository (4). The Dekade environment (5) can be useedit the ontology and TMRs. OntoSem20OWL (6) converts thelogy and

TMRs to their corresponding OWL versions (7,8). The TMRs siaed in the Redland triple store (9) and additional tepteerred by Jena
(10). There are also multiple viewers for searching and biogvthe fact repository and triple store.

the publisher. However there is a large portion of the RSH fledt is essentially plain text and does not contain any
semantics in them. It would be of great value if this text klde in description and comment fields for example
could besemantacizedy using Natural Language Processing (NLP) tools such de$&m we can convert natural
language text into a structured representation therebingddiditional metadata in the RSS fields. Once processed,
it is converted to its Text Meaning Representation (TMR)td3®m also updates its fact repositories to store the
information found in the sentences processed. These fatrtected help the system in its future text analysis tasks.

An optional step of correction of the TMRs could be perfornbgdneans of the Dekade environment [47]. This
is helpful in correcting cases where the analyzers are dettatrorrectly annotate parts of the sentence. Corrections
can be performed at both the syntactic processor and thensieraaalyzer phase. The Dekade environment could
also be used to edit the OntoSem ontology and lexicons dc stabwledge sources.

As discussed in the previous sections, the meaning in thesgiged representations, also known as Text Meaning
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Representations (TMR), can be preserved by mapping theriiio/RDF. The OWL version of a document’s TMRs

is stored in a Redland-based triple store, allowing othglieations and users to perform semantic queries over
the documents. This enables them to search for informatiahwould otherwise not be easy to find using simple
keyword based search. The TMRs are also indexed by the Sev@mghantic Web Search system [48].

The following are some examples of queries that go beyonglsitkeyword searches.

o Conceptually searching for content. Consider the queryFind all stories that have something to do with
a place and a terrorist activity” Here the goal is to find the content or the story, but esdgntiyg means
of using ontological concepts rather than string liter&8e. for example, since we are using the ontological
concepts here, we could actually benefit from resolvingedéfiit kinds of terror events such as bombing or
hijacking to a terrorist-activity concept.

« Context based querying. Answering the queryFind all the events in which 'George Bush’ was a speaker”
involves finding the context and relation in which a partizutoncept occurs. Using named entity recognition
alone, one can only find that there is a story about a namety eitithe type person/human, however it is
not directly perceivable as to what role the entity paraégal in. Since OntoSem uses deeper semantics, it not
only identifies the various entities but also extracts thatiens in which these entities or instances participate,
thereby providing additional contextual information.

o Reporting facts. To answer a query likéFind all politicians who traveled to 'Asia’™ requires reasoning
about people’s roles and geography. Since we are usingagi¢al concepts rather than plain text and we
have certain relations like meronomy/part-of we could gggpe that Colin Powel’s trip to China will yield
an answer.

« Knowledge sharing on the semantic web. Knowledge sharing is critical for agents to reason on theasgin
web. Knowledge can be shared by means of using a common ggtoloby defining mappings between
existing ontologies. One of the benefits of using a system 8kemNews is that it provides a mechanism for
agents to populate various ontologies with live and updatémtmation. While FOAF has become a very
popular mechanism to describe a person’s social networkeveryone on the web has a FOAF description.
By linking the FOAF ontology to OntoSem’s ontology we couldpplate additional information and learn
new instances of foaf:person even though these were notshedl explicitly in foaf files but as plain text

descriptions in news articles.

The SemNews environment also provides a convenient wayhéousers to query and browse the fact repository
and triple store. Figure 6 shows a view that lists the namditiesnfound in the processed news summaries. Using
an ontology viewer the user can navigate through the newgestoonceptually while viewing the instances that
were found. The fact repository explorer provides a way twthe relations between different instances and see
the news stories in which they were found. An advanced usgratsm query the triple store directly, using RDQL
guery language as shown in Figure 7. Additionally the systam also publish the RSS feed of the query results

allowing users or agents to easily monitor new answers. Ehs useful way of handling standing queries and
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finding news articles that satisfy a structured query.

Developing SemNews provided a perspective on some of thergkeproblems of integrating a mature language
processing system like OntoSem into a Semantic Web oriesgpptication. While doing a complete and faithful
translation of knowledge from OntoSem’s native meaningesgntation language into OWL is not feasible, we
found the problems to be manageable in practice for seveaaons.

First, OntoSem’s knowledge representation features tlea¢ \inost problematic for translation are not used with
great frequency. For example, the default values, relaxarige constraints and procedural attachments were used
relatively rarely in OntoSem’s ontology. Thus shortconsimg the OWL version of OntoSem’s ontology are limited
and can be circumscribed.

Second, the goal is not just to support translation betweeto®&m and a complete an faithful OWL version
of OntoSem. It is unlikely that most Semantic Web contentipo®rs or consumers will use OntoSem’s ontology.
Rather, we expect common consensus ontologies like FOABjiDGore, and SOUPA to emerge and be widely used
on the Semantic Web. The real goal is thus to mediate betweérS8m and a host of such consensus ontologies.
We believe that these translations between OWL ontologi#sofvnecessity be inexact and thus introduce some
meaning loss or drift. So, the translation between OntoSerative representation and the OWL form will not be
the only lossy one in the chain.

Third, the SemNews application generates and exports, faattser than concepts. The prospective applications
coupling a language understanding agent and the Semanti¢h&ewe have examined share this focus on importing
and exporting instance level information. To some degtge,dbviates many translation issues, since these mostly
occur at the concept level. While we may not be able to exaxtfyress OntoSem’s complete concept of a book’s
author in the OWL version, we can translate the simple istdevel assertion that a known individual is the
author of a particular book and further translate this ifte appropriate triple using the FOAF and Dublin Core
RDF ontologies.

Finally, with a focus on importing and exporting instancesl assertions of fact, we can require these to be
generated using the native representation and reasorstensyRather than exporting OntoSem’s concept definitions
and a handful of facts to OWL and then using an OWL reasoneetivel the additional facts which follow, we
can require OntoSem to precompute all of the relevant f&tsilarly, when importing information from an OWL
representation, the complete model can be generated anthgumstances and assertions translated and imported.

Language understanding agents could not only empower Senve@b applications but also create a space where
humans and NLP tools would be able to make use of existingtsiied or semi structured information available.

The following are a few of the example application scenarios

A. Semantic Annotation and Metadata Generation

The growing popularity of folksonomies and social bookniragkools such as del.icio.us have demonstrated that
light-weight tagging systems are useful and practical.ddata is also available in RSS and ATOM feeds, while

some use the Dublin Core ontology. Some NLP and statistizds tsuch as SemTag[49] and the TAP[16] project
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Fig. 5. Fact repository explorer for the named entity 'MeXicShows that the entity has a relation ’'nationality-of tviCITIZEN-235. Fact
repository explorer for the instance CITIZEN-235 showg the citizen is an agent-of an ESCAPE-EVENT.

aim to generate semantically annotated pages from alredidiing documents on the web. Using OntoSem in
the SemNews framework we have been able to demonstrate thatjpb of large scale semantic annotation and
automatic metadata generation. Figure 3 shows the grdpbimasentation of the TMRs, which are also exported

in OWL and stored in a triple store.

B. Gathering Instances

Ontologies for the Semantic Web define the concepts and grept¢hat the agents could use. By making use of
these ontologies along with instance data agents can petfseful reasoning tasks. For example, an ontology could
describe that a country is a subclass of a geopoliticalyeatitl that a geopolitical entity is a subclass of a physical
entity. Automatically generating instance data from naltlanguage text and populating the ontologies could be an
important application of such technologies. For exampleéSémNews you can not only view the different named
entities as shown in Figure 6 but also explore the facts fanndifferent documents about that named entity. As
shown in VII-B, we could start browsing from an instance of tntity type 'NATION’ and explore the various
facts that were found in the text about that entity. SinceoSem also handles referential ambiguities, it would
be able to identify that an instance described in one docuisetihe same as the instance described in another

document.

C. Provenance and Trust

Provenance involves identifying source of information aratking the history of where the information came
from. Trust is a measure of the degree of confidence one hasdource of information. While these are somewhat
hard to quantify and are a function of a number of differerrapeeters, there can be significant indicators of trust
and provenance already present in the text and could bectedrly the agent. News report typically describe some

of the provenance information as well as other metadatacdateffect trust such as temporal information. This
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Fig. 6. Various types of named entities can be identified aquiioeed in SemNews.

type of information would be important in applications whegents need to make decisions based on the validity

of certain information.

D. Reasoning

While currently reasoning on the Semantic Web is enabledsinguthe ontologies and Semantic Web documents,
there could be potentially vast knowledge present in nhtarguage. It would be useful to build knowledge bases
that could not only reason based on explicit informationilalaée in them, but also use information extracted form
natural language text to augment their reasoning. One ointpécations of using the information extracted from
natural language text in reasoning applications is thamtsgen the Semantic Web would need to reason in presence
of inconsistent or incomplete annotations as well. Reagpnould be supported from not just semantic web data
and natural language text but also based on provenanceldpewg measures for provenance and trust would also
help in deciding the degree of confidence that the reasomgge may have in the using certain assertions for

reasoning.

E. Ontology Enrichment

Knowledge acquisition is one of the most expensive stepgirldping large scale Semantic Web applications.
Even within the framework of OntoSem, the OntoSem ontology heen developed and perfected over years of
research in linguistics, NLP and knowledge representafiororder to make the task of a knowledge engineer
easier, we could possibly use the existing ontologies onSttmantic Web to suggest new concepts, relations or

even properties. As an example consider the concept of fisntoSem there are about 4 different varieties of
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ICﬂ-unI" x II name " event " Story I
1 HUMAN-246 WARST HARRY) IN JUMCTIOMN-245 A C‘;‘;::;::;E:;:E;Z“ﬁ: Ileilzlil'\rllltt_—l'lDI\J against HARRY FOTTER
298 g asTroTTERN 1M : n .

leaks after the new baok mistakenly goes on salke.

Afghanisizin's "homets” nest’
FIRST ANDREW)
2 HUMARN-478 u " INFORMAFT US tmaps TELL ANDREW NORTH haw they faught fartheir lives in a

LAST HORTHI)
! N skimmish an the Pakistan-Afghan baorder.

Prosecutors Probing Mo, Man's Execution (AP
AF - Citing grave concems that Missourn executed an innocent man, a

FIRST LARRY)
3 HUMAN-184 :::_P.STGF{IFFIHh ACQUIT-183 coaltion that includes a congressman, high-protile Bwyers and even the
- victim's family pointed o evidence Tuesday that they said could CLEAR
LARRY GRIFFIN's name.
WFIRST Bush Honors NCAA Champions, Gets Speedo (AP]
4 HUMAN-180 PRESIDENT) TRANSFER-OB JECT-182 AP - FRESIDENT EUSH, hononng 1..- champpn cc-llgge athletic teams
{LAST BUSH) Tuesday, RECEIVEd a bewy of gifts in retum, including a sufboard and
' a Speedo he playfully said he won't wear — "in public, that is.”
Rogge defends Blairover Olympic bid (Pecple’s Daily)
WFIRST TOMY) - - P .
5 HUMARN.222 ILAST ELAIR] ACOUIT-223 British premier TONY BLAIR has heen ELEARed of acting impmperly in

helping London win the right to host the 2012 Olympics.

Fig. 7. This SemNews interface shows the results for quemyd‘®ll humans and what are they the beneficiary-of”

fish that have been defined. We could now use a semantic sergaieesuch as Swoogle [48] to find new types

of fish and suggest some of the properties that could be userter to describe fish in the ontology.

F. Natural Language Interface to Semantic Web

While the Semantic Web is primarily for use by machines aral ittformation available on it is in machine
understandable format, the end goal is still to assist thmamuusers in their tasks. Using technologies from
guestion answering and language generation, it would befuigb provide capabilities through which users can
interact with their agent through natural language, thukicang the cognitive load in formulating the task in a

machine readable format.

VIII. USING THEWEB FORKNOWLEDGE ACQUISITION

In this paper we have reported on SemNews, a system, which @st&oSem and the various processors and
knowledge repositories available, along with the web, toegrte the Semantic Web with knowledge learned through
text analysis of RSS news feeds. However, we can also use Web smurce for knowledge acquisition. This
automated knowledge acquisition can be done in a few wayst, Fthen OntoSem encouters an unexpected input
we can query the Web for documents related to such unknowinalemr ontological concepts. By processing
the documents containing this concept, we can learn its ingabsing the web as a corpus, we have been able
to automatically generate ontological concepts to someegegf accuracy, when given a target word [4]. As an
example, table VIII shows some of the properties for the ephitdobbit’ learned by querying the web.

From this data we learn that both humans and hobits (whatbegrmight be) live, create things and participate
in elections. They also both can be rescued and killed. Tinid &f data can be used to generate a hypothesis that

hobits are a class of sentient beings not unlike humans.
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Ontological Property | Valuesin HUMAN Values in HOBBIT ‘
AGENT-OF LIVE, CREATE-ARTIFACT, ELECT, READ | LIVE, CREATE-ARTIFACT, ELECT
THEME-OF RESCUE, MARRY, KILL RESCUE, KILL
HAS-OBJ-AS-PART | HEAD na

TABLE IV

THIS TABLE COMPARES SELECTED PROPERTIES OF THE CONCEHHUMAN’ TO PROPERTIES FOR THE CONCEPHOBBIT’

AUTOMATICALLY LEARNED FROM THE WEB.

The Second method is to import concepts and instance dafaldgzon the Semantic Web. The long-term goal
of our ongoing research is indeed to automate knowledgeisitiqn and learning by reading. Specifically, we are
working toward creating a system (an intelligent agent) thi#l be able to extract from text formal representations
ready for use in automatic reasoning systems. These stesctill reflect both instances and types of events,
objects, relations and agents’ attitudes in the real wdrlte reasoning that such agents will be able to perform
will support both general problem solving and, specificatiyowledge-based natural language processing, that is,
the very process through which the agent learns from text.

Importing and integrating new conceptual knowledge from #emantic Web remains a challenging problem. It
involves addressing not only the ontology mapping probleat,also the difficulties in translating knowledge from
OWL to a different knowledge representation system liked3em. Importing instance level data, however, can
be done with a very pragmatic approach and will result inrimiation that can be extremely useful to a language
processing system. For example, tBemantic Wikipedigroject [50] exposes some of the information found in
Wikipdia in RDF using a small set of ontologies. This can bsilgamined, for example, to enrich OntoSem’s
ontomasticon by mapping key classes and properties int@¥e version of OntoSem and ultimately to OntoSem'’s
native representation system.

In any case, the benefit is clear. Using the web, and the Samakb as a corpus, OntoSem can learn new
concept instances, ontological concepts, and lexicalesnhty reading. As the effect of increased static knowledge
resources on OntoSem is that of producing better TMRs, tmeflids circular. The more OntoSem learns, the
better it becomes at learning. By using a fully open corpostaining material on nearly everything imaginable,

we will soon be able to “close the loop”.

IX. CONCLUSION

Natural language processing agents can provide a serviaadlyzing text documents on the Web and publishing
Semantic Web annotations and documents that capture asgdabe text's meaning. Their output will enable many
more agents to benefit from the knowledge and facts exprassid text. Similarly, language processing agents
need a wide variety of knowledge and facts to correctly ustded the text they process. Much of the needed

knowledge may be found on the Web already encoded in RDF antd @Wl thus easy to import.
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One of the key problems to be solved in order to integratedagg understanding agents into the Semantic Web
is translating knowledge and information from their natiepresentation systems to Semantic Web languages. We
have described initial work aimed at preparing the the Oamo$anguage understanding system to be integrated
into applications on the Web. OntoSem is a large scale, sbphiied natural language understanding system that
uses a custom frame-based knowledge representation systeran extensive ontology and lexicon. These have
been developed over many years and are adapted to the speedsd of text analysis and understanding.

We have described a translation system, OntoSem20OWL,ghming used to translate OntoSem’s ontology into
the Semantic Web language OWL. While the translator is nég &b handle all of OntoSem’s representational
features, it is able to translate a large and useful subset.tfanslator has been used to develop SemNews as a
prototype of a system that reads summaries of web news stanie publishes OntoSem’s understanding of their

meaning on the web encoded in OWL.
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